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Introduction

I first became a quantum mechanic as a graduate student at the
University of Michigan. I was a new student there and was looking
for a research group to join when I visited Chris Monroe’s lab. That
day they had trapped a single cadmium atom and were using lasers
to control the atomic fluorescence. There, visible on the screen, was
the light coming from a single atom. I was hooked. I didn’t know
exactly what they were doing with the atom, but whatever it was, I
wanted to do it.

I learned over the next couple of years that being a quantum
mechanic was multi-faceted: I got to do some vacuum plumbing
work, some electronics, some optics, some theory work, and some
philosophy. I enjoyed all of it. This guide will give you the basic tools
needed to do the theory work as well as give you an idea of how that
theory work connects to experimental stuff in the lab. I’ll even talk
a little bit of philosophy, though that aspect really deserves its own
guidebook.

There are lots of good resources
in the library for this.

I’m starting this guide with a quick review of the key ideas from
classical physics that we’ll need to use the quantum tools to do
interesting things. I’m also going to review why we need these tools-
under what circumstances do these models work and why do the
classical models not work. Then I’ll go through the basic toolbox
and talk about how to use the tools for situations that are exclusively
quantum including the entanglement of multiple systems, quantum
atom optics, quantum transitions, and quantum scattering.

There are a couple of different elements to the guidebook. There
are Example Problems.

Example 0.1 You should work through these on your own and
make sure you understand every step.

Active Reading 0.1: Further-
more, I’ve put reminders to be
an Active Reader. That means
there are missing steps in my
work. I’ve given you the start-
ing point and the ending point.
If you can’t work out all the
steps on your own, then we’ll
need work on these together.
I expect you to come to class
prepared to talk about each of
these.

Finally, I’ve added practice for you. These are essentially exercises.

Exercise 0.1 This means that they are designed to help you get
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stronger and to practice vital skills. They will be due the next day
of class.



Part I Introduction to Quantum States

This first part is an introduction to the general ideas of quantum
states and quantum operators. The topics will flow like this.

Classical Me-
chanics Review

Electromagnetic Wave
quantum system

Atomic spin
quantum system

Vector Spaces and
Linear Operators



1 Classical Physics Review

1.1 Conservation Laws

We will need a few key ideas from classical mechanics. We use the
point particle model, define an x− y coordinate system, and then look
at the motion of a particle with mass m moving with velocity ~v.

y

x

m

~r ~v

Linear Momentum: ~P = m~v (1.1a)

Angular Momentum: ~L =~r×~v (1.1b)

Kinetic Energy: T =
1
2

mv2 =

∣∣∣~P∣∣∣2
2m

(1.1c)

Total Mechanical Energy: H = T + V (1.1d)

The quantities, together with the position of the object, describe
the classical state of the system. The conservation laws corresponding
to these quantities are also useful.

All three of these conservation
laws are closely connected
to symmetries, thanks to
Noether’s Theorem. Conser-
vation of Linear Momentum
corresponds to a translational
symmetry, Angular momen-
tum corresponds to rotational
symmetry, and conservation
of energy corresponds to time
translational symmetry.

Conservation of Linear Momentum: If ∑~Fext = 0, then
d~P
dt

= 0

(1.2a)

Conservation of Angular Momentum: If ∑~τext = 0, then
d~L
dt

= 0

(1.2b)

Conservation of Mechanical Energy: If
dV
dt

= 0, then
dH
dt

= 0

(1.2c)

1.2 Electricity and Magnetism

We will often be dealing with charged particles in our quantum
systems, so it will be useful to have a handful of relationships from
E&M available to us. First, we’ve got the basic electric field ~E at a
position~r due to a point charge q1, which is:

y

x
q1

~r
~E

~E =
1

4πε0

q1

r2 r̂. (1.3)
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Then if we place a second charge q2 near the first charge, we can
find the electric potential energy V:

V

r
V = 1

4πε0

q1q2
rV =

1
4πε0

q1q2

r
. (1.4)

We’ll be using the dipole model for a number of different sys-
tems. An electric dipole ~pE is created when two charges of equal
magnitude and opposite charge are separated by a distance ~d, −

−q

+

+q

~d

~pE = q~d. (1.5)

Similarly, we can define the magnetic dipole ~µ that is created when
a current I flows around a circle of area A with normal vector n̂, An̂~µ

I

~µ = IAn̂. (1.6)

When the magnetic dipole ~µ is in an external magnetic field ~B,
there is a potential energy due to the interaction between the dipole
and the field:

~B~µ

Vdip = −~µ · ~B. (1.7)

Example 1.1 What is the magetic moment for a single electron
“orbiting” a single proton at the Bohr radius a0 = (4πε0h̄2)/(mee2)?

Model: We’ll model both the electron and the proton as point
charges and point masses. We’ll also model the electron as un-
dergoing uniform circular motion without any losses (friction,
radiation, etc.).

Visualization: We picture this as a circular orbit shown in Figure
1.1.

~µ

~r -+
Figure 1.1:

Solution: Since the distance between the proton and the electron
stays constant, the area swept out by the electron is: A = πa2

0.
Since we are modeling the electron as going in uniform circular
motion with a period T, the current is just I = e/T. We can use
the uniform circular motion model along with the Coulomb force
(F = mev2/a0 = eE) to find the period of the motion, since, for
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uniform circular motion, the velocity is v = (2πa0)/T. This means
that

e
T

=

√
1

4πε0

e2

a2
0

e2

4π2a0me
. (1.8)

So, the magnetic dipole moment is:

µ = IA = πa2
0

e
T

=
eh̄

2me
. (1.9)

Of course, you should run through this algebra in your notes and

Active Reading 1.1: Work
through this to make sure you
get the end step.

make sure you get the same answer. I mean it — stop right now
and do it!

Assess: Checking our units, we expect to have units [m2 C/s].
What we got has units: [C J·s/kg] which is [C (kg·m2/s)/kg]
which is what we want.

Exercise 1.1 What would the stored potential energy (in eV) of a
charged system be if we held a single proton and a single electron
apart the distance of the classical Bohr radius?

1.3 Electromagnetic Waves

Of course we are going to need some mechanisms to describe the
behavior of light. We’ll start with a straight-forward description
of a plain electromagnetic wave propagating along the x axis. The We use the term electromagnetic

wave so much, we’ll shorten
it to ElMaW, pronounced like
“elmer” with a softer end.

wavelength is λ and we define the wavenumber k = 2π/λ. Similarly,
the wave has a time period of T and an angular frequency ω = 2π/T.
In this configuration we have coupled electric and magnetic fields:

x

y

z

~E

~B

~S

Ey =E0 sin(kx−ωt) (1.10a)

Bz =B0 sin(kx−ωt). (1.10b)

For an electromagnetic wave moving through vacuum, the electric
field and magnetic field amplitudes are related to each other such
that B0 = E0/c, where c is the speed of light, which, in turn, is also
related to the electric field and magnetic field constants ε0 and µ0:

c2 =
1

µ0ε0
. (1.11)

We need a couple of more things about electromagnetic waves. First,
the Poynting vector ~S describes the movement of energy of the
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electromagnetic wave and can be written in terms of the electric
and magnetic fields, pointing in the direction of propagation:

~S =
1

µ0
~E× ~B = cε0E2

0 x̂. (1.12)

We can now relate the energy transmission of the electromagnetic
wave (per unit area) to the Poynting vector:

I =
∣∣∣~Savg

∣∣∣ = cε0

2
E2

0. (1.13)

x

y

z

~E
θ

Polarizer
angle

~Eafter

And, finally, we need to say something about the polarization of
the wave. Because we are typically going to be working with a model
that the interaction between the electromagnetic waves and matter
will be dominated by the electric field, we define the polarization as
the direction of the electric field vector. The effect of passing through
a polarizer is to only pass the component of the electric field vector
that points along the direction of the polarizer i. e. Efinal = Einitial cos θ,
where θ is the angle between the polarizer and the incoming electric
field vector. If we send randomly polarized light, the polarizer will
pass half the initial intensity and the output electric field will be
polarized along the polarizer direction.

Exercise 1.2 A beam of unpolarized light from the sun with an
initial intensity of 1000 W/m2 passes through an initial polar-
izer, then through a second polarizer rotated by 45

◦. What is the
intensity and polarization of the output beam?

Field Superposition

We will frequently use the concept of superposition. The idea is that
if we have two waves (or two electric fields, or two magnetic fields,
etc.), we can find the total amplitude by adding up the amplitudes
of the combined waves (or fields). In terms of the electric field, this
means that the net (or total) electric field ~Etotal at a point is a sum of
all N electric fields at that point:

~Etotal =
N

∑
i=1

~Ei (1.14)

1.4 Waves

A function that is propagating with some speed v can be written in
general as a right-moving wave (in the positive x direction): f (x− vt),
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or as a left-moving wave f (x + vt). We saw this in the electromagnetic
waves above for a sine wave, but it works in general for any function.

If we have two waves with the same amplitude along the same
axis, but moving in opposite directions, it is the same as having a
standing wave, i.e. a wave that oscillates up and down but does not
move left or right.

Example 1.2 What is the net wave if two traveling beams of light
going opposite directions interfere in a region of space?

Model: We model the two beams as electromagnetic waves with
the same wavelength and frequency as the oscillations of their
electric fields.

Visualization: We have two waves approaching each other in
Figure 1.2.

x

y ER EL

Figure 1.2:

Solution: Both waves are moving, one to the right and one to the
left

ER = E0 cos(kx−ωt) and EL = E0 cos(kx + ωt) (1.15)

We find the sum of the two waves by applying the superposition
principle: Etotal = ER + EL. When we add these two waves, we
re-write the trig functions such that we get a total wave amplitude
of:

Etotal = 2E0 sin kx cos ωt (1.16)

which is a standing wave as we expected. Of course, like usual,
you need to go work out that trig work on your own.

Assess: The maximum amplitude we get with this superposition is
2E0, which makes sense. The best way to assess this, though, is to
animate it using your C.A.S. and make sure it does what you want
it to do.

Active Reading 1.2: Work
through this to make sure you
get the end step. Here’s a hint:
use a TrigExpand function on
your favorite computer algebra
system (C.A.S.) to get things
rolling.

General Interference

We can work with the superposition of any two waves by looking
at the way in which the phases of the waves interact. We consider
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two electric field waves E1 and E2 that have the same wavelength and
frequency but have a different phase offset φ1 and φ2:

E1 =E0 cos(kx−ωt + φ1) (1.17a)

E2 =E0 cos(kx−ωt + φ2︸ ︷︷ ︸
Total wave phase

). (1.17b)

We typically are looking for places where the waves add construc-
tively or destructively. We will find constructive inference if the total
phase of the sum of the waves ∆φ is an integer multiple of 2π. The
interference will be destructive if the total phase is a half-integer
multiple of π:

Constructive: ∆φ = 2πn

Destructive: ∆φ = 2π

(
n +

1
2

) n = 0, 1, 2, . . . (1.18)

In one dimension, we model the total phase difference as the differ-
ence between the wave positions ∆x plus any initial phase offset ∆φ: Active Reading 1.3: Work

through this to make sure you
get the end step.

∆φ =(kx2 −ωt + φ2)− (kx1 −ωt + φ1) (1.19a)

=∆x + ∆φinit (1.19b)

where ∆x = x2 − x1 and ∆φinit = φ2 − φ1.

Math Interlude: Complex Numbers

We will be using complex numbers extensively. A complex number
z (and its complex conjugate z∗) can be written in terms of real
numbers x, y, r, and θ in a number of different ways:

z = x + iy z∗ = x− iy x = r cos θ (1.20a)

= reiθ = re−iθ y = r sin θ. (1.20b)

1.5 Complex Electromagnetic Wave Amplitude Model (CEWAM)

It is really useful to model the electromagnetic waves using complex
numbers. This will make it much easier for us to do calculations in
a number of situations. The model (in one dimension) describes a
traveling wave polarized in the y-direction as

Ey = E0ei(kx−ωt). (1.21)

When we want to connect back to the real electric field, we expand
the exponential using the Euler formula and then take the real part. The Euler formula is:

eiθ = cos θ + i sin θ. (1.22)
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The intensity of this wave is then calculated by taking the electric
field times its complex conjugate:

I =
cε0

2
EE∗ =

cε0

2
|E|2 =

cε0

2
E2

0, (1.23)

where we have used the notation EE∗ = |E|2. Also note that when
you multiply a complex number by its complex conjugate, the phase
pieces multiply to give 1: eiθe−iθ = e0 = 1.

Example 1.3 Use the CEWAM to find the interference intensity of
two light beams that are slightly offset in one dimension.

Model: We will model the two electromagnetic waves as moving
in the same direction with the same frequency, wavelength and
amplitude (which will stay constant) using the complex amplitude
model. We’ll model the beam offset as a ∆x.

Visualization: The two waves are offset by just a bit, shown in
Figure 1.3.

x

y
E1

E2

∆x

Figure 1.3:

Solution: Since we are interested in the intensity (the one thing
we can easily measure), we need to find the net electric field
amplitude and then use Eq. (1.23) to find the intensity of the
combined beams.

E1 = E0ei(kx1−ωt) (1.24a)

E2 = E0ei(kx2−ωt). (1.24b)

The net electric field is then Etotal = E1 + E2. We just add these
together and then find the intensity:

I =
cε0

2
EtotalE∗total (1.25a)

=
cε0

2

(
|E1|2 + |E2|2 + E∗1 E2 + E1E∗2

)
(1.25b)

=
cε0

2

(
2E2

0 + E2
0

(
ei(kx2−kx1)

)
+ E2

0

(
ei(kx1−kx2)

))
(1.25c)

=
cε0

2
E2

0 (2 + 2 cos(k∆x)) . (1.25d)
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So the intensity could be anywhere from a maximum of 2cε0E2
0 if

k∆x = 0, 2π, 4π, . . . to a minimum of zero if k∆x = π, 3π, . . ..

Assess: The limits look right for the max and the min: a max
happens when ∆x = 2π/k = λ, which makes sense. The minima
happened when ∆x = λ/2.

Active Reading 1.4: As usual,
work through this to make sure
you get the end step. Look up
the trig identities and how they
relate to the complex exponen-
tial. Try using ExpToTrig with
your favorite C.A.S..

Exercise 1.3 Use the CEWAM to find the interference of two
point-source waves (i.e. the double-slit interference model) on a
screen a long distance away from the sources. I encourage you to
go back to your notes from previous classes to see how you did
this before and then do it again with this new model.

Exercise 1.4 Describe the motion and behavior of a polarized
wave with the following components:

Ey =E0ei(kx−ωt) (1.26a)

Ez =E0ei(kx−ωt+π/2). (1.26b)

(1.26c)



2 Creating Electromagnetic Waves

Ok, this really is a guidebook for a quantum mechanic. And we
really will get to doing some work under the hood, so to speak, with
our quantum tools. However, I want to motivate the need for a new
set of models to describe the quantum world. So we look for places
or situations were our current models don’t seem to work any more.
One of those is in the uniform circular motion model of the electron
orbiting around the proton. We’ve used the model a number of times,
but there is a real problem with it. To get at that problem, we need to
build of model of electromagnetic wave generation.

2.1 Classically Accelerated Charges

We introduced, back in introductory physics, the idea that an acceler-
ating charge can generate an electromagnetic wave. We used a simple
model where we have an oscillating current moving up and down a
long center-fed wire. ∼

As the electrons accelerate up and down, the electric and magnetic
fields they produce begin to look like electromagnetic waves. We
will build a simple model for how an accelerating electric charge can
generate electromagnetic waves.

Larmor Radiation
We’re following Purcell’s deriva-
tion here.Here’s the model: a single electron is traveling at a constant speed

v. After some time T, the electron abruptly decelerates to rest (for a
total change in velocity of ∆v) over a short time interval ∆T. If we
look at the electric field lines that could come from the charge, we
would get something that looks like the figure on the right. However,
the electric field lines must have smoothly shifted from the one
position to the other, so we will focus in on how they make that
transition.

v∆TZooming in on one line, we have the following, where we have
expanded the short deceleration interval ∆T which is much faster
than the time T. The blue point is where the charge would have been



a quantum mechanic’s guide 17

if it hadn’t stopped. In particular, we are interested in the radial
and transverse components of the electric field Er and Et during the
acceleration interval. We assume that the signal of the acceleration
travels outward at the speed of light. At some time T later, the signal
has traveled r = cT as depicted in Figure 2.1.

c∆T

vT

r = cT

θ

Er

Et

vT sin
θ

Figure 2.1: The electric field
lines are offset by the acceler-
ated charge.

We now look at the ratio of the two electric field components
Et/Er which is unitless:

Et

Er
=

vT sin θ

c∆T
. (2.1)

But the radial electric field in just given by Eq. (1.3), so we have:

Et =
q

4πε0r2
(v/∆T)(cT)

c2 sin θ. (2.2)

Since v/∆T is the acceleration v̇ and the radius r = cT, we simplify
this to: Active Reading 2.1: Make

sure you can get here in your
notes.

Et =
q

4πε0r2
v̇r
c2 sin θ. (2.3)

The outgoing energy transmission per unit area of this transverse
electric field is given by the Poynting vector, Eq. (1.12), S = cε0E2

t .
This means that the total energy loss dU/dt must be integrated over
the whole sphere of radius r:

dU
dt

=
∫ 2π

0

∫ π

0
S r2 sin θdθdφ. (2.4)

Use your favorite C.A.S. to do this integral and you should get the
rate of energy loss by an accelerating charge as:

dU
dt

=
q2v̇2

6πc3ε0
(2.5)

which is known as the Larmor radiation formula.

You will work this out as an
exercise.
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Exercise 2.1 Work through the steps needed to get from Eq. (2.2)
to Eq. (2.5). Be sure to include your model, visualization, and
assessment (i. e. check that the units work out).

2.2 Hydrogen Radiation Problem

We now have everything we need to re-visit the model of an electron
in uniform circular motion about a stationary proton. The radial
acceleration (from Fr = mar) of the electron is +e −e

r

ar = v̇ =
1

me

e2

4πε0r2 . (2.6)

We’ll model the electron as it orbits the proton at a distance of a0,
the Bohr radius we used in Example 1.1. But, as we just saw with the
Larmor formula, any charged particle undergoing accelerations emits
radiation. The energy emitted must come from somewhere — and in
this case, it must be from the mechanical energy of the orbit. We need
the total mechanical energy for an object undergoing uniform circular
motion. We know the potential and kinetic energies. We use the fact
that we are going in circular motion to simplify the total energy to
U = −e2/(4πε0(2r)). We take the time derivative of this to get Active Reading 2.2: There are

a bunch of steps I skipped in
here. Go through them and be
explicit on each step so that you
get this same result.

dU
dt

=
e2

4πε0

ṙ
2r2 . (2.7)

We want how the radius changes with time (with an initial radius of
a0). So we equate this with Eq. (2.5) to get a differential equation: Active Reading 2.3: I skipped

steps here, too. Work through
them on your own.ṙr2 = − e4

12π2ε2
0c3m2

e
. (2.8)

It helps some if we define a new length scale: re = e2/(4πε0c2me).
We can then write the differential equation as:

ṙr2 = −4
3

r2
e c, (2.9)

which has a straight-forward solution with the initial condition that
r = a0 at t = 0:

r3 = a3
0 − 4r2

e ct. (2.10)

Exercise 2.2 Work through all the steps to get from Eq. (2.8) to
get to Eq. (2.10). Be sure to include your model, visualization, and
assessment.
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Here’s the problem with this model: Eq. (2.10) predicts that the
orbit of the electron will start at a0 and quickly decay to zero as seen
in the figure! Furthermore, we don’t measure this type of radiation
coming from the hydrogen atom. So this model doesn’t work. Simi-
larly, no model where the electron is moving in any kind of classical
orbit around the proton will work - they will all have this same prob-
lem. So we need a new model where the electron stays bound to the
proton, but not in a classical orbit.

0 t
0

r

a0

2.3 Bohr Model

We have another piece of data that also points to the need for a new
model. If the electron could classically orbit the proton, it should be
able to orbit it at any radius. As the electron moved from one radius
(total mechanical energy) to another (new total energy), there should
be some kind of energy absorption or emission corresponding to this
change in internal energy. If the electron can occupy any orbit, we
would expect a continuous spectrum of energy emission. We measure
energy emission from the hydrogen atom, but it isn’t continuous. Figure 2.2: From

chemwiki.ucdavis.edu/

Textbook_Maps/General_Chemistry
_Textbook_Maps/Map%3A_Lower’s
_Chem1/04._Atoms_and_the
_Periodic_Table/The_Bohr_Atom

There is a pattern to the emission lines if we make two assump-
tions: first, that the electron can only exist in specific energy config-
urations. We won’t say anything more specific about these yet, but
we can empirically note that the energy associated with each of the
configurations is

En = −R∞hc
n2 (2.11)

where R∞ is a constant with units 1/length, c is the speed of light, h
is Planck’s constant, and n is a positive integer. The second assump-
tion is that the energy associated with the emitted light is inversely
proportional to its wavelength with constant of proportionality hc
(where c is the speed of light and h is Planck’s constant):

E =
hc
λ

. (2.12)

Put those two together and we see that the emitted wavelengths as
the electron jumps from one configuration to another (like from n1 to
n2) is

1
λ
=

∣∣∣∣∣R∞

(
1
n2

2
− 1

n2
1

)∣∣∣∣∣ . (2.13)

Of course, there is more to this than the simple empirical relationship. The numerical value of R∞ is
10973731.6 m−1.However, this is enough for us for now. Each time the electron in

an atom jumps from one allowed energy configuration to another it
either absorbs energy from an electromagnetic wave (if it increases
energy) or emits an electromagnetic wave (if it decreases in energy).

http://chemwiki.ucdavis.edu/Textbook_Maps/General_Chemistry_Textbook_Maps/Map%3A_Lower's_Chem1/04._Atoms_and_the_Periodic_Table/The_Bohr_Atom
http://chemwiki.ucdavis.edu/Textbook_Maps/General_Chemistry_Textbook_Maps/Map%3A_Lower's_Chem1/04._Atoms_and_the_Periodic_Table/The_Bohr_Atom
http://chemwiki.ucdavis.edu/Textbook_Maps/General_Chemistry_Textbook_Maps/Map%3A_Lower's_Chem1/04._Atoms_and_the_Periodic_Table/The_Bohr_Atom
http://chemwiki.ucdavis.edu/Textbook_Maps/General_Chemistry_Textbook_Maps/Map%3A_Lower's_Chem1/04._Atoms_and_the_Periodic_Table/The_Bohr_Atom
http://chemwiki.ucdavis.edu/Textbook_Maps/General_Chemistry_Textbook_Maps/Map%3A_Lower's_Chem1/04._Atoms_and_the_Periodic_Table/The_Bohr_Atom
http://physics.nist.gov/cgi-bin/cuu/Value?ryd|search_for=rydberg
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Exercise 2.3 There are a couple of named sequences of emission
lines from the hydrogen atom. The second of these is the Balmer
series which ends at a final energy configuration where n f = 2.
Calculate the first 6 possible wavelengths of transitions from
higher energy states to this final state, plus the energy to go from
n = ∞ to this state. Show your work (I don’t really care if you can
look up the answer on the internet. If I really needed you to give
me the answer, I’d have done it myself. The point is to give you
practice doing calculations!)

Exercise 2.4 So the same thing for the Bohr series where n f = 3.
Calculate the first 6 possible wavelengths of transitions from
higher energy states to this final state, plus the energy to go from
n = ∞ to this state. Show your work.



3 Detecting Electromagnetic Waves

The last thing we need to do to get to a place where we explore quan-
tum states is to build a model for detecting electromagnetic waves.
We’re almost there. Let’s review what we know about electromag-
netic waves (ElMaWs) and how we could detect them.

1. ElMaWs can make charges in matter accelerate. If we could con-
nect a very fast ammeter to some kind of metal antenna, we could
detect the wave. That works well for radio waves, but by the time
we get to the visible wavelengths, the wave oscillations are too fast
to measure.

2. ElMaWs carry energy. The intensity of a wave is a measure of
power/area which is energy/(time·area). So the energy deposited
by an ElMaW could be detected and used.

3. We could measure the change in temperature as the energy from
the ElMaW deposits its energy in a material. This works well, but
tends to be slow - materials take time to heat up and respond
thermally.

4. What if the incomming ElMaW has a wavelength less than 1/R∞?
Following our model from the last chapter, this corresponds to
a transition going from n = 1 to n = ∞. What does that mean?
Experimentally, it means that the electron has climbed out of the
potential well and is no longer bound to the proton - it has become
a free electron! All we have to do now is detect that electron and
we’re home free!

5. The incoming ElMaW could cause a chemical change in a molecule.
We could use chemistry to isolate the molecules that have under-
gone the chemical change and thus detect where the ElMaW was.
This is how photopaper works.

6. Finally, we could use a semiconductor where there is an energy
gap between an insulator state and a conductor state. If the in-
coming ElMaW has more energy than the size of the gap, it can
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deposit its energy, creating a current. We can then detect that
current using an ammeter. This is how photovoltaics work.

Electron Detection

There are a couple of ways we can detect a single free electron. One
way is to use a series of positively charged plates to amplify the
electron signal to a point where it can be detected. This is basically
the way a photomultiplier works (PMT). A microchannel plate (MCP)
works in about the same way. So we have the tools we need to detect
single free electrons, though in the detection of the electrons, they
are essentially lost (i. e. we smash them into other things so that they
rebound in an uncontrolled, or mostly uncontrolled fashion).

This model gives us a way of reliably detecting ElMaWs using
a hydrogen atom as long as the ElMaW has a wavelength less than
1/R∞. Or if the hydrogen atom starts in a different configuration, we
could detect the wave if λ < ninitial/R∞.

But this model doesn’t work very well in practice. It is hard to
work with and fairly restrictive. What if we could use something
more solid as an ElMaW detector? The photoelectric effect model de-
scribes exactly that. Metals behave similarly to our simple hydrogen
model in that we can quantify a “work function” Φ in energy units
that describes how much energy is required to pop an electron off
of the surface. If the incoming ElMaW has a wavelength less than
λ < hc/Φ, the ElMaW could pop an electron. However, this model doesn’t

take into the many complica-
tions such as the possibility of
the incoming ElMaW deponsit-
ing its energy in thermal energy.
Or accelerating the electron in
the surface without popping
it off. Typically a PMT is only
about 20% effective at convert-
ing ElMaWs to electrons.

Exercise 3.1 There is a list of work functions given at:

http://hyperphysics.phy-astr.gsu.edu/hbase/tables/

photoelec.html.

Compile a list of metals that would be suitable for detecting light
with wavelength λ = 532 nm. Again, be explicit with your model,
visualization, and assessment.

What we are looking for is a detector that reacts very fast and has
precise timing. The PMT and the MCP both fit the bill, so we will
model our detectors as one of them. We will visualize our detection
scheme like Figure 3.1.

Incoming ElMaW
Detector

Figure 3.1:

http://hyperphysics.phy-astr.gsu.edu/hbase/tables/photoelec.html
http://hyperphysics.phy-astr.gsu.edu/hbase/tables/photoelec.html
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We connect a fast oscilloscope to the detector and measure the
output of the amplified electron signal. This gives us timing as to
when the ElMaW kicked an electron off of the metal at the front
of the detector. We might expect a signal something like Figure
3.2 where each blip corresponds to an electron ionization event.
However, when we turn up the intensity of the incoming ElMaW,
we find that the signals start to overlap and eventually build up to a
single, steady signal.

t

Signal

Low intensity

High intensity

Figure 3.2:

Example 3.1 Model the amplified electron signal from the de-
tector as a Gaussian pulse on the oscilloscope. What would the
signal look like if two electrons arrived within the Gaussian width?
Model: We will model the detector as an amplified electron com-
ing from a metal where the electron was ejected from the surface
by an ElMaW. We assume that every pulse is identical and only
differs by its peak time. We model the peaks as the function:
exp[−(t− tk)

2/(2σ2)] where tk is the arrival time of the kth pulse
and σ is the width of the pulse.

Visualization: The pulses will look like Figure 3.3.

t

Signal

Figure 3.3:

Solution: We add up two Gaussians, modeling the functions as
having a width of 0.2 and separated by 0.2.

Sig = exp[−(t− 0.5)2/(2(0.22)] + exp[−(t− 0.7)2/(2(0.22)] (3.1)

Assess: The total signal is about twice the height and twice the
width of a single pulse. That makes sense.
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Exercise 3.2 Using your favoriate C.A.S., model what happens if
100 pulses arrive in a row spaced at intervals of half their width.
Compare that to what happens if 100 pulses arrive at a quarter of
the pulse width.

There is one more piece to this ideal detector model: we are going
to ignore “dark counts”. There are times when the detector will
eject an electron even when there is no incoming ElMaW due to the
thermal energy present in all objects not at absolute zero temperature.
We can make this a very small effect, though, by cooling the detector.
All together, we will call this the ideal detector model.

A simple model for the emis-
sion of electrons is to model a
“thermionic current” which is
proportional to T2e−Φ/kT where
T is the detector temperature
and k is Boltzmann’s constant.

Exercise 3.3 By what factor will the dark counts decrease if we
cool our cesium metal detector from 300K to 77K?

Exercise 3.4 What if we used a thermal detector? What would
the change in temperature be if we directed an ElMaW with an
intensity of 1000 W/m2 on one face of an aluminum cube that is
10 cm on a side for one hour?



4 Quantized Electromagnetic Waves

Now we have most of the tools we need to explore the need for
a quantum model. The one piece we are missing is a model of a
beamsplitter.

4.1 Beamsplitters

The idea of a beamsplitter is to partially reflect and partially transmit
an ElMaW. This can be accomplished with a partially silvered mirror,
but they are usually made with thin film coatings so that they are less
lossy. I0 IT

IR

We will model our beamsplitter as having no losses and with a
coating such that IR = IT = I0/2, also known as a 50-50 beamsplitter.
One of the aspects of energy conservation is that IR + IT = I0, so
we are good there. How do we model the beamsplitter using the
Complex Electromagnetic Wave Amplitude Model? We know that
(Eq. (1.23)) I0 = cε0/2 |E0|2. But this same relationship holds for
IR = cε0/2 |ER|2. Relating these two, we find that

ER =
E0√

2
eiφR and (4.1a)

ET =
E0√

2
eiφT , (4.1b)

where we have two arbitrary complex phases φR and φT . But we
also know that ElMaWs pick up a phase shift of π on reflection, so
φR − φT = π. To simplify our calculations, we can set φT = 0, so
φR = π.

Example 4.1 What are the electric field amplitudes for a 60-40

beamsplitter?

Model: We model the beamsplitter as having no losses with a
π phase shift on the reflected beam. We let the 60% arm be the
reflected arm.

Visualization: The beamsplitter is shown in Figure 4.1.
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I0 IT = 0.4I0

IR = 0.6I0

Figure 4.1:

Solution: So we have IR = 0.6I0. Therefore ER =
√

0.6E0eiπ and
ET =

√
0.4E0.

Active Reading 4.1: Make
sure you work through these! I
want to see your work.

Assess: When we square the amplitudes and add them, we end
up back at I0, so we’ve conserved energy. That’s a good thing!

Exercise 4.1 What are the electric field amplitudes for beamsplit-
ter with transmission α and reflection (1− α)?

Second-order Correlation

We split up a measurement of the output of our beamsplitter into
time intervals ∆T and measure for a total time T. We now look at
the relationship between the measured intensities of the two beams
coming out of the beamsplitter and how they change (if at all) over
time. This relationship, called the second-order correlation g(2), tells
us how the two beams are related (or correlated). We are interested
in the correlation between the two intensities at the same moment in
time which is calculated by averaging over the time interval from 0 to
∆T (denoted by 〈 〉):

g(2) =
〈IR(t)IT(t)〉
〈IR(t)〉 〈IT(t)〉

. (4.2)

We will use this second-order correlation to describe what is happen-
ing in our experiment setup below.

Example 4.2 What is g(2) if we measure a constant, equal inten-
sity on the output of a 50-50 beamsplitter?

Model: We model the beamsplitter as ideal and model the inten-
sity as constant so that IR = IT = I0/2. We want the second-order
correlation.

Visualization: Constant intensities give us an intensity-versus-time
graph that looks like Figure 4.2.

Solution: The average intensity over the interval is

〈IR(t)〉 =
1

∆T

∫ ∆T

0
IR(t)dt. (4.3)
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t

I

t = 0 t = ∆T

IR

IT

Figure 4.2:

and the same for the other average. Since both of these are con-
stant, they are both just IR = I0/2 and IT = I0/2. Same thing with
the average of the product:

〈IR(t)IT(t)〉 =
1

∆T

∫ ∆T

0
IR(t)IT(t)dt. (4.4)

So, the second-order correlation is just g(2) = 1.

Active Reading 4.2: Be sure
you work this through on your
own from Eq. (4.2).

Assess: Ok, this gives us a baseline idea of what to expect for
g(2).

Exercise 4.2 What is the second-order correlation for a short,
gaussian-shaped pulse (like the one from Example 3.1 where the
width is 0.2 nanoseconds and the peak happens at 2.5 ns) that is
split by a 50-50 beamsplitter over a time interval of t = 0 ns to
t = 5 ns?

We can do the same thing if we break up our time measurement
into bins and measure the intensity in each bin. Then the averaging
becomes a simple sum (divided by the number of bins).

Exercise 4.3 What is the second-order correlation at for the block
of discrete bins shown in Table 4.1, where each bin is 100 ns long
and the intensities are all measured terms of the number of (dis-
tinct) electrons measured during the bin?

IR 4 5 4 6 8 5 9 4 6 9 7 5

IT 4 5 4 6 8 5 9 4 6 9 7 5

Table 4.1:

4.2 Coincidence Measurements

Ok. We are now ready to get at the heart of the quantum mechanic’s
guide. We are going to set up an experiment where we put a single
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trapped atom in a place where we can collect the electromagnetic
waves that it emits. We will take those waves and direct them to a
50-50 beamsplitter and then put two identical detectors at the outputs
of the beamsplitter.

Detector 1

Detector 2

Single
trapped
atom

What we measure is that we get an event on Detector 1 or Detector
2, but never on both of them at the same time. We measure the For experimental data on this,

see, for example, PRL 39, 691

(1977).
arrival of counts on the two detectors and count them up over a
time interval. We find that each detector recorded about the same
number of events and that the distribution between the two detectors
is random. Why random? There could be

“hidden variables” that we can’t
measure directly that tell which
detector to record the event.
There are experimental reasons
that indicate that there aren’t.
Is the universe just weird? Are
there many universes? We are
going to take the “shut up an
calculate” approach here and
not worry about why questions.

This situation calls for a new model. Nothing we’ve talked about
prior to this point, from a classical perspective, tells us that we
should expect the ElMaW to behave this way. Our classical model
predicts that the wave will split at the beamsplitter and that half the
intensity will go to Detector 1 and half to Detector 2.

There are lots of questions to ask: what happens to the ElMaW
after the beamsplitter? Is the wave in both arms at the same time? If
so, why do we not detect something at both detectors? If it is only in
one arm, how do we know which? Why did it go one way and not
the other? We obviously need more data.

4.3 Polarizing Beamsplitter

We use the polarization aspect of ElMaWs to say more about this
new situation. We will put a polarizer between the atom and the
beamsplitter so that only horizontally polarized waves pass through.
Then we replace the beamsplitter with a polarizing beamsplitter (PBS).

x

y

z

θ
PBS

This new tool reflects all of the incoming wave that has a hori-
zontal polarization component and transmits the vertically polar-
ized component. As with a polarizer, the transmitted electric field
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amplitude is EV = E0 cos θ and the reflected field amplitude is
EH = E0 sin θ.

In terms of our setup, we arrange the PBS so that Detector 2 now
gets all the horizontally polarized light and Detector 1 gets all the
vertically polarized light. So, we send in horizontally polarized light
and now we only measure events on Detector 2, never on Detector
1. If we rotate the initial polzarizer to be vertical, we only measure
events on Detector 1, never on Detector 2. So far, so good. This is
behaving like we expect for an ElMaW.

What happens down if we set the polarization angle to θ = ±45◦.
We define these new directions as DR and DL for right- and left-
diagonal. y

z

H

V
DRDL

With the incoming polarization set to either DL or DR, we are back
to measuring half of the events on Detector 1 and half on Detector 2

and never measuring an event at the same time.

Exercise 4.4 What is the second-order correlation for the follow-
ing block of discrete bins measured at the output of the beamsplit-
ter where the intensity is measured in units of (distinct) electrons
measured during the bin?

Detector 1 1 1 0 1 0 1 0 0 0 1 1 0

Detector 2 0 0 1 0 1 0 1 1 1 0 0 1

where each bin is 100 ns long?



5 Rotated Measurements

5.1 Polarization Rotators

We introduce a new tool here: a polarization rotator, also known as
a half-wave (or λ/2) plate. What this tool does is rotate the polariza-
tion of the ElMaW without otherwise changing it. Unlike a polarizer,
which blocks all the polarizations except one, a λ/2-plate passes all
polarizations, just rotating them by a specific angle φ. x

y

z

~E
φ

λ/2-
plate

~Erotated

We take this new tool and place is before the PBS in our setup,
which now looks like this:

Detector 1

Detector 2

Single
trapped
atom

Polarizer

λ/2-plate

We are also going to assign a value to the measurements at each
type of polarization. We will assign any measurement coming from
Detector 1 as a +1 and any measurement from Detector 2 as a −1.
We will use the following table to assign polarizations.

λ/2-plate angle Detector 1 Detector 2

0◦ V H
−45◦ DR DL

90◦ H V
45◦ DL DR

So we can now analyze the possible combinations between the
polarizer angle θ = 0◦ and the λ/2-plate angle φ and what we get
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from the measurements.

φ = 0◦ : We measure +1 on every measurement, 100% of the time.

φ = 90◦ : We measure −1 on every measurement, 100% of the time.

φ = 45◦ : We get a random result which is +1 about 50% the time
and −1 the other 50%.

φ = −45◦ : We get a random result which is +1 about 50% the time
and −1 the other 50%.

We average all the measurements we get for a particular configura-
tion. When we have probabilistic results the probability is calculated
as the sum of the result value times the probability of measuring that
value:

Average Result =(Result1)× (Probability of Result1) + . . . (5.1a)

=
All Results

∑
n=1

(Resultn)(Probability of Resultn) (5.1b)

So for our φ = 0◦ case, the average is: (+1)(1) = 1. For our
φ = 45◦ case, the average is (+1)(.5) + (−1)(.5) = 0. We keep
adjusting the angles and find that the average results is cos(2φ).

We interchange the detectors and find the same result. We move
the detectors back and find the same result again. We obviously need
a new model to describe what is going on after the the beamsplitter.
We are going to call this new model a Quantum State model.

Exercise 5.1 What are the polarizations that are measured by the
Detectors if we set the initial polarizer to θ = 45◦? Make a table
like the one above for φ = 0◦,±45◦, and 90◦. List what you expect
to measure and with what probability.

Exercise 5.2 Calculate the average results for all four φ angles
from the previous exercise.

5.2 Propositions

There is a handy piece of reasoning that we will make use of later
that I want to introduce now. We start with something we can mea-
sure, like the outcome of tossing a six-sided die. This idea die will
roll {1, 2, 3, 4, 5, 6} with equal probability. We now ask questions
called propositions:
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Prop. A: Is the result less than 3? It could be if it is {1, 2}.

Prop. B: Is the result even? It could be if it is {2, 4, 6}.

We now ask joint propositions using the rules of logic.

Prop. A or B: Is the result less than 3 or even? It could be if it is
{1, 2, 4, 6}.

Prop. A and B: Is the result less than 3 and even? This is only possi-
ble if the result is {2}.

Exercise 5.3 Consider two propositions based on the roll of an
8-sided die:

Prop. A: Is the result greater than 6?

Prop. B: Is the result divisible by 3?

For which measurement results will these propositions true? How
about A and B as well as A or B?

5.3 Quantum Propositions

We apply this same logic to the following two propositions about our
measurement system where we’ve set the polarizer to θ = 0◦:

Prop. A: At φ = 0◦ do we measure +1 (or is the quantum state V)?
Because we have the polarizer in place set to V polarization, the
answer to this question is that we always measure +1, 100% of the
time.

Prop. B: At φ = −45◦ do we measure +1 (or is the quantum state
DR)? This is a little more challenging, because the answer is that
sometimes we measure +1, but sometimes we measure −1, each
with a 50% probability. In any particular measurement, we might
get +1, but there is no definite answer to this.

What about Prop. A or B? This is asking if the quantum state is V
or DR. Since we will always measure a +1 for Prop. A, this joint
proposition is always true. Now we try to measure Prop. A and
B. We know that A is always true, since we’ve set the polarizer to
V (θ = 0◦). So we only need to adjust the λ/2-plate to −45◦ and
measure Prop. B. We find that this is +1 half the time and −1 the
other half. So Prop. A and B is true 50% of the time.

How about measuring Prop. B or A, where we reverse the order
of measurement? To do this, we need to modify our our experiment
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setup. Since Prop. B asks about a +1 measurement where φ1 = −45◦,
we’ll leave Detector 1 where it is. In place of Detector 2, we’ll add
a second λ/2-plate to rotate the polarization back to the original
angle and a new set of detectors that behave just like our initial set.
Detector 3 now corresponds to a +1 measurement and Detector 4

corresponds to a −1 measurement.

Incoming
ElMaW

φ1 = −45◦

Detector 1

Detector 3 (V)

Detector 4 (H)
φ2 = 45◦

So measuring Prop. B or A will give us +1 for B half of the time
and then, since we’ve rotated back, will give us +1 on A half of the
remaining times we measure. That means that Prop. B or A is true
75% of the time. Compare this to the reverse which was true 100%
of the time. Clearly the ordering of our measurements matter. Our
new quantum state model must take this into account and handle it.
Finally, we ask about B and A. This is true 25% of the time.

Active Reading 5.1: Work out
this situation in your notes.Exercise 5.4 Consider two propositions where we have set the

initial polarizer to θ = 45◦:

Prop. A: At φ = 0◦ do we measure −1?

Prop. B: At φ = 45◦ do we measure +1?

For which measurement results will these propositions true? How
about A and B as well as A or B? Finally, consider B and A as well
as B or A.



6 Vector Spaces

We are going to need a new set of mathematical tools to describe
our quantum states. These are vector spaces which describe a set of
relationships and interactions between the quantum states. There A note about the word vector.

We use vectors to describe
position, momentum, forces, etc.
in 3-space and 4-space. While
that is one type of vector space,
the tools we will be building
here are much more general.
Any time I want to refer to one
of these types of vectors, I’ll call
it a 3-vector.

are a number of different ways to represent a vector space in concrete
form and we will make use of them as we go.

The quantum states are going to belong to a specific space of states
called a Hilbert Space. We’ll define this later, but it encompasses all of
the possible quantum states of our system.

6.1 Linear spaces

Our quantum vector space will be composed of elements, or states,
called ket-vectors or just kets, written as |A〉. We will make use of
complex numbers in this vector space and will represent them as z
and w.

In the quantum vector space, the following relationships hold
between quantum states: We are following Susskind here.

1. The sum of two kets is another ket:

|A〉+ |B〉 = |C〉 (6.1)

2. Addition is commutative:

|A〉+ |B〉 = |B〉+ |A〉 (6.2)

3. Addition is associative: All of these relationships hold
for 3-vectors, but where we
only allow multiplication by
real numbers.

(|A〉+ |B〉) + |C〉 = |A〉+ (|B〉+ |C〉) (6.3)

4. There exists a 0 ket (usually written without the | 〉) such that
addition by it doesn’t change a ket-vector:

|A〉+ 0 = |A〉 (6.4)

5. There exists a “negative” ket such that when you add to the
positive ket, you get zero:

|A〉+ (− |A〉) = 0 (6.5)
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6. Multiplication by a complex number gives a new ket (note there
are two equivalent ways of writing the multiplication):

z |A〉 ≡ |zA〉 = |B〉 (6.6)

7. Multiplication by a complex number is distributive in a linear
fashion: These last two constitute the

conditions known as linearity.z (|A〉+ |B〉) = z |A〉+ z |B〉 (6.7)

8. and the same way here, too:

(z + w) |A〉 = z |A〉+ w |A〉 . (6.8)

Wow, that was really abstract. There are a couple of ways we
can make this more concrete. One way is to use complexe valued
functions of some variable x. We’ll explore these first:

Example 6.1 Show that A(x) = 3 + ix and B(x) = 4x− 6i are both
vector spaces.

Model: We will model these two functions as complex functions of
a real number x.

Visualization: Rats. It is hard to visualize things now. However,
both of these functions are lines in the complex plane:

Real

Imaginary

A(x)

B(x)

(A + B)

Solution: We just have to work through each of the pieces that
make up a vector space and make sure that we end up with an-
other complex-valued function. Here’s the first two:

(a) |A〉+ |B〉 = (3 + ix) + (4x− 6i) = [3 + 4x + i(x− 6)] which is
another complex-valued function (shown in green on the figure)
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(b) |B〉+ |A〉 = (4x− 6i) + (3 + ix) = [3 + 4x + i(x− 6)] which is
the same thing we got before.

Active Reading 6.1: Your
turn. Finish up the rest of these
as practice.

Assess: We stayed in the vector space for all the points which
means that this type of linear, complex-valued function works as a
concrete representation of a vector space.

Exercise 6.1 Show that a quadratic complex-valued function (you
can invent your own as long as they have some kind of x2 in them
somewhere) also works to represent a vector space.

Another way we represent the vector space in a concrete form is to
use matrices. We represent the ket as a column matrix. For simplicity
we will make it a 1 by 2 matrix where each element αk is a complex
number.

|A〉 ⇒
(

α1

α2

)
(6.9)

This representation of a vector space also fulfills our requirements.

We will use the symbol⇒
when we represent a vector
with a matrix. It isn’t really a
equals because we are changing
representations, but close.

For example: Active Reading 6.2: Finish
up showing that the matrix
representation of the vector
space also works for all the
requirements.

|A〉+ |B〉 ⇒
(

α1

α2

)
+

(
β1

β2

)
=

(
α1 + β1

α2 + β2

)
(6.10)

and

z |A〉 ⇒ z

(
α1

α2

)
=

(
zα1

zα2

)
. (6.11)

Exercise 6.2 Show that the following two complex matrix vectors
satisfy the requirements for our vector space: 1 + 3i

−4− i
7 + 6i

 and

 6
8 + i
−5i

 . (6.12)

6.2 Bras and Kets

We now define a new vector space, related to the ket-vector called
a bra-vector or a bra for short. These are writte as: 〈A| and follow
all the same rules as the kets. The bra-vectors are related to the ket-
vectors in the following way. In order to flip from a ket to a bra, we
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take the complex conjugate and we also reverse any ordering like
this:

z |A〉 → 〈A| z∗. (6.13)

In terms of our concrete matrix representation, we need to take the
complex conjugate of all the elements and turn the column vector into
a row vector.

|A〉 → 〈A| (6.14a)(
α1

α2

)
→
(

α∗1 α∗2
)

(6.14b)

6.3 Inner Products

We also define an inner product between a bra and a ket. This gives
us a bra-ket or a bracket, which is where the names bra a ket come
from. The inner product, or dot product, of two 3-vectors tells us
how much one of the vectors lies along the direction of the other.
The inner product takes two vectors as inputs and returns a complex
number as the output.

~V1

~V2

We note the inner product between a bra and a ket as

〈A| |B〉 ≡ 〈A|B〉 . (6.15a)

If we reverse the order of the inner product, we have to take the
complex conjugate of the output in order to follow our bra-to-ket rule
above: 〈A|B〉 = 〈B|A〉∗.

The representation of the inner product in terms of matrices is the
product of a row matrix (the bra) and a column matrix (the ket):

〈A|B〉 ⇒
(

α∗1 α∗2
)(β1

β2

)
= α∗1 β1 + α∗2 β2 (6.16) In terms of 3-vectors, the dot

product of two vectors in terms
of their components is~a ·~b =

axbx + ayby + azbz.

Normalization

Following a couple of other definitions from 3-vectors, we can talk
about the “magnitude” of a state vector in our quantum state space
by taking the inner product of a state vector with itself: 〈A|A〉. We
are mostly going to be working with state vectors that are normalized,
where their magnitude is 1:

〈A|A〉 = 1. (6.17)
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Orthogonality

We also borrow the idea of two state vectors being orthogonal from
our 3-vector concepts. Two 3-vectors are orthogonal if their dot
product is zero. We define a similar concept for our state vectors. |A〉
and |B〉 are orthogonal if

〈A|B〉 = 0. (6.18)

Exercise 6.3 You are given the quantum state

|A〉 ⇒
(

2 + 3i
−4

)
. (6.19)

(a) Normalize the state vector.

(b) Find another normalized state vector that is orthogonal to |A〉

6.4 Orthonormal Basis Vectors

It is really handy when we work with 3-vectors to break a vector up
in terms of its components in some orthogonal basis of unit vectors.
For example, we can write the vector ~V as ~V = Vx x̂ + Vyŷ + Vz ẑ. We could have picked a

different basis, for exam-
ple, polar basis 3-vectors:
~V = Vr r̂ + Vθ θ̂ + Vφφ̂. The
same thing applies to this set of
orthonormal basis 3-vectors.

The unit vectors all have the properties where they are normalized:
x̂ · x̂ = 1 and they are orthogonal: x̂ · ŷ = 0. We put both of these
together and call the set of basis 3-vectors orthonormal. We write our
3-vector in terms of these basis 3-vectors by finding the piece of the
3-vector that lies along the basis vector (Vx = ~V · x̂), repeating the
same thing for the other basis 3-vectors, then adding them together.

We now do the same thing for our quantum state vectors. We want
to work in general, so we won’t be specific yet about the representa-
tion of our basis vectors, but we’ll be able to specify them later. For
now, we will say we have a set of basis vectors |j〉. We decompose

We can do this with 3-vectors
by defining x̂j where j = 1, 2, 3
and x̂1 ≡ x̂, x̂2 ≡ ŷ, etc.

any quantum state vector in terms of the basis vectors in the same
way as with 3-vectors: Quantum Mechanic’s Toolbox:

Orthonormal Basis De-
composer This tool is used to
write a state vector in terms
of a set of orthonormal basis
vectors.

|A〉 = ∑
j

αj |j〉 , (6.20)

where αj are complex numbers replacing the Vx, Vy, etc. from the
3-vector example.

We follow our pattern from 3-vectors to figure out what the αj

complex numbers should be in our |j〉 basis. We first need to do two
things: 1) define the bra version of the basis which we will call 〈k|. Note that 〈j| and 〈k| are both in

the same set of possible basis
states.
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We now take the inner product of this basis bra-vector with our state
vector:

〈k|A〉 = ∑
j
〈k| αj |j〉 . (6.21)

Now we can use the fact that our basis vectors are orthogonal so that
if k = j then 〈j|j〉 = 1. Otherwise, 〈k|j〉 = 0. We can write this in
terms of the Kronecker delta:

δkj =

1 if j = k,

0 if j 6= k.
(6.22)

So we now have 〈k|j〉 = δkj. This is a very useful tool since now the
sum over j simplifies. The only term that isn’t zero is the one where
k = j, and that one is just αk. This is a new tool, written in general
gives us Quantum Mechanic’s Toolbox:

Orthonormal Collapser
This tool is used to collapse a
sum using the inner product of
two orthonormal state vectors.

〈k|A〉 = 〈k|
(

∑
j

αj |j〉
)

= αk. (6.23)

So we have (replacing k with j to emphasise that it doesn’t matter
what symbol we use to describe our basis states)

〈j|A〉 = αj. (6.24)

There is one more trick we can use here. We insert this back into
our decomposition of |A〉 in terms of its basis vectors, Eq. (6.20)

|A〉 = ∑
j
〈j|A〉 |j〉 . (6.25)

Since 〈j|A〉 is just a complex number, we can write it before or after
the vector. So we write it after and get

|A〉 = ∑
j
|j〉 〈j| |A〉 . (6.26)

This implies that the combination of the sum and the ket-bra vectors
must be 1. This is a really useful tool that we will come back to again
and again. Quantum Mechanic’s Toolbox:

Completeness Spanner
This tool is used to insert a
complete set of basis vectors
and project a state vector onto
that basis.

∑
j
|j〉 〈j| = 1 (6.27)

This is also known as the completeness relationship because it works
since the basis vectors |j〉 form a complete basis.

Now that we have this handful of tools, we are ready to go back
to our quantum ElMaW system and use these tools to model that
system.

Exercise 6.4 I give you a complete set of orthonormal basis vec-
tors: {|0〉 , |1〉 , |2〉 , |3〉 , |4〉} and a vector |A〉 = 3 |0〉+ 2i |1〉+ (−3 +
4i) |3〉 − 6 |4〉 decomposed in this basis.
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(a) Show that the orthogonality collapser, Eq. (6.23), gives the
components of the vector |A〉.

(b) Show that the completeness spanner, Eq. (6.27), equal 1.



7 Quantum States and Vectors

We go back to our ElMaW model where we look at the emission
of an electromagnetic wave from a single atom. The wave passes
through a polarizer (angle θ), then a λ/2-plate (angle φ), then to our
PBS and our detectors.

PBS Detector 1

Detector 2

λ/2-plate

Now we remove the polarizer and set λ/2-plate to 0◦. We get
results ±1 on the two detectors. We now define the states where we
measure +1 as the state vector |V〉 and the states where we measure
−1 as |H〉.

Paramatrization

Are |V〉 and |H〉 a complete set of basis vectors? How many basis
vectors do we need to describe the direction of the polarization? For
a free propagating ElMaW, there are two degrees of freedom. For
a general 3-vector, there are also two degrees of freedom (the polar
angles θ and φ). So we need two parameters to specify an arbitrary
quantum state. We will write the state as

|A〉 = αV |V〉+ αH |H〉 (7.1)

where αH and αV are complex numbers. So, |V〉 and |H〉 look like

Using Orthonormal Basis
Decomposer

This may look like 4 parameters
(two complex numbers), but it
is only 2 since we will need to
normalize |A〉 and since there
is an overall arbitrary complex
phase factor since eiβe−iβ = 1.

they might work for basis vectors. Are they normalized? What is
〈V|V〉? We know that if we start with a V-polarized wave and send
it through a V polarizer, it doesn’t change the polarization. That is
good evidence that 〈V|V〉 = 1.

Are |V〉 and |H〉 orthogonal? If we send a V-polarized wave
through a H polarizer, none of the wave passes. That looks like
evidence that 〈V|H〉 = 0.

7.1 Probabilities

Going back to our arbitrary state vector |A〉 = αH |H〉+ αV |V〉, we
use the Orthogonality Collapser to see what happens when we send
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the |A〉 through a V-oriented polarizer:

〈V|A〉 = αV and likewise

〈H|A〉 = αH
(7.2)

This seems to indicate that αV and αH are related to what we mea-

Using Orthonormal Col-
lapser

sure on our detectors. But they are complex numbers, which isn’t
good for a probability — we can’t measure complex probabilities. We
will, instead, define the probability P of measuring

P(measuring +1 i. e. |V〉) = α∗VαV . (7.3)

We use a bit of complex notation shorthand (α∗VαV = |αV |2) and
Eq. (7.2) to write αV = 〈V|A〉 which gives us a new tool for predict-
ing the probability of measuring a particular outcome: Quantum Mechanic’s Toolbox:

Probability Predictor This
tool is used to calculate the
probability of measuring a par-
ticular outcome of a quantum
state.

P(measuring |V〉) = |〈V|A〉|2 . (7.4)

It is important to note that we’ve set the λ/2-plate to 0◦. That means
we are measuring in the V − H basis and it makes sense to use |H〉
and |V〉 as our orthonormal basis states.

Ok, what do we get now if we check the normalization of |A〉?
Active Reading 7.1: Expand
the parenthesis and then use
the orthonormal nature of |V〉
and |H〉 to simplify.

〈A|A〉 = (〈H| α∗H + 〈V| α∗V) (αH |H〉+ αV |V〉) (7.5a)

=α∗HαH + α∗VαV (7.5b)

But we make sure that all of our quantum state vectors are all nor-
malized so that 〈A|A〉 = 1. Combining this with Eq (7.3) gives us

P(measuring |V〉) + P(measuring |H〉) = 1. (7.6)

This is good. It means that we have a 100% chance of measuring
something.

Exercise 7.1 Starting with the quantum state

|A〉 = 1 + i√
3
|V〉+ i√

3
|H〉 , (7.7)

(a) Check that |A〉 is normalized.

(b) What is the probability of measuring |V〉?
(c) What is the probability of measuring |H〉?
(d) Is the total probability equal to 1?
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7.2 A Second Orthonormal Basis

PBS Detector 1

Detector 2

Polarizer
45◦

λ/2-plate

We return back to our setup and this time we add the polarizer back
in and turn it to 45◦. This means we are preparing a new, specific

We saw in Exercise 5.1 that we
needed to put the λ/2-plate at
−45◦ in order to measure in
this basis.

state with polarization DR. We know from our previous experiments
that we should expect to measure +1 half of the time and to measure
−1 the other half, with random results on each measurement. Using
our probability model, we expect that the quantum state after the
polarizer to be something like

|DR〉 =
1√
2
|V〉+ 1√

2
|H〉 . (7.8)

That state has everything we need in it - the probabilities all work
out and the measurements we get from it agree with our experiment
results and it is normalized. Is there another normalized basis vector
|DL〉 that is orthogonal to |DR〉? We write |DL〉 as an arbitrary vector
|DL〉 = αH |H〉+ αV |V〉 and then take the inner product with |DR〉
and set that to zero. Doing this we find that Active Reading 7.2: Do this

on your own and check your
work!|DL〉 =

1√
2
|V〉 − 1√

2
|H〉 . (7.9)

We are doing all of these measurements in the V − H basis with the
λ/2-plate at 0◦. We could, however, rotate the λ/2-plate to −45◦ and
measure in the DR − DL basis. We can invert these two equations to
see what |H〉 and |V〉 would be in this basis. We get Active Reading 7.3: You need

to work this one, too!
|V〉 = 1√

2
|DR〉+

1√
2
|DL〉 (7.10a)

|H〉 = 1√
2
|DR〉 −

1√
2
|DL〉 . (7.10b)

Example 7.1 What is the arbitrary vector |A〉 = 4
5 |V〉+ 3i

5 |H〉 in
the DR − DL basis?

Model: We are given a state prepared in the V − H basis, so we
model this with the polarizer at some angle θ that gives us this
state. We set the λ/2-plate at −45◦ to measure in the DR − DL

basis.

Visualization: Our picture is the same as we’ve used before,
shown in Figure 7.1.

Solution: We use the relationships between the two basis sets to
plug in for |V〉 and |H〉. Simplifying, we get

Active Reading 7.4: More
things for you to work out!
Both the substitution and the
normalization.

|A〉 = 4 + 3i
5
√

2
|DR〉+

4− 3i
5
√

2
|DL〉 . (7.11)
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PBS Detector 1

Detector 2Polarizer
at θ

λ/2-plate
at −45◦

Figure 7.1:

Assess: We better check the normalization of our state:

〈A|A〉 =
(

4− 3i
5
√

2
〈DR|+

4 + 3i
5
√

2
〈DL|

)(
4 + 3i
5
√

2
|DR〉+

4− 3i
5
√

2
|DL〉

)
(7.12a)

=1. (7.12b)

Our normalization works. Good.

Exercise 7.2 What are the probabilities of measuring +1 and −1
if we send the following state: |A〉 = i

2 |V〉 +
√

3
2 |H〉 into our

measurement system with the λ/2-plate at −45◦?

7.3 One more Basis

We now have two different sets of basis vectors. But, in principle, the
polarization of the ElMaW could point in one more direction! This
is known as circular polarization and it corresponds to a phase shift
between the x and y components of the electric field vector. This is
written (using the CEWAM) as either right-handed x

y

z
~ECR =

1√
2

E0ei(kx−ωt)(ŷ + iẑ) (7.13)

or as left-handed circular polarization:

x

y

z

~ECL =
1√
2

E0ei(kx−ωt)(ŷ− iẑ) (7.14)

Experimentally, we can turn linear polarization into circular po-
larization using a quarter wave-plate also written as a λ/4-plate. We
place the λ/4-plate between the polarizer and the λ/2-plate. If we set
the λ/4-plate to CR or CL polarization, then it doesn’t matter whether
we measure in the V − H or the DR − DL basis, we measure half of
the events at Detector 1 and half at Detector 2. This is evidence that
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the CR − CL basis is orthogonal to both of the other bases. We look for
another set of basis vectors that are orthogonal to the others and to
themselves. One set that works is:

|CR〉 =
1√
2
|V〉+ i√

2
|H〉 (7.15a)

|CL〉 =
1√
2
|V〉 − i√

2
|H〉 . (7.15b)

Exercise 7.3 Does this model for circularly polarized quantum
states work?

(a) Is it orthonormal?

(b) Is it orthogonal to the other bases?

(c) Does it make the expected prediction for measurement results?

7.4 Matrix Representation

It is sometimes useful to use the matrix representation when working
with quantum states. Therefore, we want to represent |V〉 and |H〉 in
terms of matrices. How big are the matrices? Well, we saw previously
that we need two free parameters to describe a state. So our matrices
better have two complex numbers. The following matrices work:

|V〉 ⇒
(

1
0

)
(7.16a)

|H〉 ⇒
(

0
1

)
(7.16b)

We then write any arbitrary state vector in terms of these basis matri-
ces (Eq. (7.1))

Using Orthonormal Basis
Decomposer|A〉 ⇒ αV

(
1
0

)
+ αH

(
0
1

)
=

(
αV

αH

)
. (7.17)

Exercise 7.4 In Exercise 6.3, you started with the quantum state
vector

|A〉 ⇒
(

2 + 3i
−4

)
(7.18)

and normalized it. Assuming that the state vector is written in
the V − H basis and measured in that same basis, what is the
probability you will measure an outcome of +1? −1? What is the
expected average of many measurements?



8 A New Quantum System

Now that we have a model for describing a quantum system (our
ElMaW from a single atom), let’s use this model to describe another
quantum system: spin.

8.1 Atomic Magnetic Dipole Moment

We are interested in measuring the intrinsic magnetic dipole moment
of atoms. Why? Because this will turn out to be a quantum system
very similar to our ElMaW system. How do we go about doing this?
Well, there is an interaction between the magnetic dipole moment
and an external magnetic field. The potential energy is V = −~µ · ~B.

~B~µ

But this interaction just turns the dipole so that it aligns with the
magnetic field. Measuring the turning of a single atom is hard. It
would be better if we could make this into a force. Then we could
apply the force over some distance and measure the displacement
or the change in kinetic energy. From classical physics, we know
that ~F = −~∇V = ~µ · (~∇ · ~B), so if we could make a magnetic field
gradient, then the dipole would feel a force and we could measure
this. We will model the magnetic field gradient as being only in a
single direction (the z direction). That means the force we are looking
for is

~F = µz
∂Bz

∂z
ẑ. (8.1)

y

z

x

Atomic
Beam
Source

∂Bz/∂z
Gradient

Zone

Atom
Position
Detector

Practically, we make the magnetic field gradient using either
a couple of strong permanent magnets or we can use a couple of
current-carrying wires oriented so that there is a strong gradient
between them. There are several ways of getting atoms into this field.
The original Stern-Gerlach experiment used an atomic beam. More
recent experiments use ultracold atoms. We follow the ideas of the
Stern-Gerlach experiment for reasons that will make more sense
later. In this experiment, the atoms feel the force in the magnetic
field gradient zone, then travel in free space until the atoms reach a
position detector that records their positions.
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Exercise 8.1 Given a magnetic field gradient zone that is a fixed
width and an atom position detector some distance away, find a
formula that relates the magnetic dipole moment to the strength of
the gradient and the relevant distances in the setup.

Exercise 8.2 One way to make a magnetic field gradient is to
use two current-carrying wires in the anti-Helmholtz configu-
ration (see UTexas Electromagnet Design Basics for Cold Atom
Experiments, Equation 6). What is the maximum field gradient to
first-order if we use 3 amps of current with a radius of 10 cm?

george.ph.utexas.edu/

∼meyrath/informal/
electromagnets.pdf

Expected Result
y

z

x

Atomic
Beam
Source

∂Bz/∂z
Gradient

Zone

The atoms enter the gradient zone with a randomly-oriented mag-
netic dipole moment. Since only the z-component of the dipole
moment is affected by the gradient, we expect a shift in the atom’s
position on the detector based on the magnitude of µz which could
be anything between − |µ| and |µ|. This would give a continuous
spread of detected positions.

Actual Result

y

z

x

Atomic
Beam
Source

∂Bz/∂z
Gradient

Zone

Perhaps it is not surprising (this is a quantum mechanic’s course,
after all), what actually happens is not this. What we measure is
that the atoms either go all the way up or all the way down with
50% probability for each direction. We calculate the magnetic dipole
moment and get

µz = ±g
e

me

h̄
2

(8.2)

where g is known as the Landé g-factor. This is an interesting result For electrons, ge ≈ 2.00, for
protons, gp ≈ 5.58 and for
neutrons, gn ≈ −3.82.

because h̄/2 has units of angular momentum. We will split up the
magnetic dipole moment into two pieces:

~µ =
q

2m
~S (8.3)

for an arbitrary charge q and mass m. This new quantity which
points in the same direction as the dipole moment has units of angu-
lar momentum and we call spin. Our measurements of the magnetic Nothing, as far as we can tell, is

actually spinning in a classical
sense. We just call it that for
historical reasons.

dipole moment are thus measurements of the z-component of the
spin vector. Since we get two values, they are either

Sz = ±
h̄
2

. (8.4)

http://george.ph.utexas.edu/~meyrath/informal/electromagnets.pdf
http://george.ph.utexas.edu/~meyrath/informal/electromagnets.pdf
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8.2 Rotated Spin Measurement
y

z

x

Atomic
Beam
Source

∂Bz/∂z
Gradient

Zone

n̂

Is the z-direction special because something happens to give the two
results Sz = ±h̄/2? Perhaps gravity is doing something? We rotate
the magnetic field gradient zone to check and we find that the two
output atomic beams rotate with the gradient zone.

This looks exactly like our ElMaW experiments. No matter what
direction we oriented the polarizer, we measured a probabilistic
outcome of ±1 with a 50% probability of each outcome. So we use
the same model to describe the quantum spin states. When the
magnetic field gradient is pointed in the z-direction, we model the
state of the atoms with the quantum states |u〉 and |d〉. We generalize
this to the other possibilities for the direction of the magnetic field
gradient, n̂. This similarity is a deep connec-

tion. We call it SU(2) symmetry
and it is one of the core pieces
of the Standard Model.

If n̂ = ẑ→

|u〉 measures + h̄
2

|d〉 measures − h̄
2

(8.5a)

If n̂ = x̂ →

|r〉 measures + h̄
2

|`〉 measures − h̄
2

(8.5b)

If n̂ = ŷ→

|i〉 measures + h̄
2

|o〉 measures − h̄
2

(8.5c)

8.3 Changing Bases

Just like we did with the ElMaW quantum state model, we can define
the spin quantum states in one measurement direction in terms of
the basis vectors in a different direction. We will begin with using the
z-direction as our initial basis.

Example 8.1 What is the quantum state model if the input quan-
tum spin is |`〉 or |r〉 spin and is measured in the z-basis?

Model: We model the atomic spin as measured by the Stern-
Gerlach experiment. We set the magnetic field gradient to ẑ and
measure in that basis.

Visualization: We are looking at a system where someone give
us either |`〉 or |r〉. They could prepare these using their own
magnetic field gradient like the setup shown in Figure 8.1.

Solution: Using what we know from our quantum ElMaW model,
we know that |`〉 must have an amplitude of 1/

√
2 for each of |u〉

and |d〉 in order to give the 50% measurement probability. So we’ll
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y

z

x

Atomic
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Source

x̂
ẑ

Figure 8.1:

try:

|r〉 = 1√
2
|u〉+ 1√

2
|d〉 . (8.6)

If we then let |`〉 = 1√
2
|u〉 − 1√

2
|d〉, we have an orthonormal basis

and that matches our model.

Assess: The two states are orthogonal: 〈`|r〉 = 0 and they are both
normalized. That is what we expect.

SGẑ

+h̄/2

−h̄/2

SGx̂ SGŷ

Det. 1

We can do this for the other two states, too , writing |i〉 and |o〉 in

Active Reading 8.1: Go back
to Section 7.3 and do this.

terms of the z basis vectors:

|i〉 = 1√
2
|u〉+ i√

2
|d〉 (8.7a)

|o〉 = 1√
2
|u〉 − i√

2
|d〉 . (8.7b)

For simplicity in drawing our experiments, we’ll start drawing the
magnetic field gradient zone as a simple box with the orientation of
the field gradient on it. We use the shorthand “SG” to denote a Stern-
Gerlach experiment. We can now link together multiple magnetic
field gradient zones easily. We’ll also label the detector as “Det.”
We will model the upwards output as being the +h̄/2 spin and the
bottom as the −h̄/2 output.

Exercise 8.3 Consider the following three experiments. You can
simulate the outcome of the experiments using a Java simulator

I know Java has problems. Find
a computer that will run the
simulation. Ack.

found at Oregon State’s PHY425 Page. Run the simulations and
print the results. I want the total number of events and the fraction
of events at each output port.

www.physics.oregonstate.edu/

∼mcintyre/ph425/
spins/index.html

http://www.physics.oregonstate.edu/~mcintyre/ph425/spins/index.html
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Experiment #1:

Source SGẑ

SGẑ

Det. 1

Det. 2

Det. 3

Experiment #2:

Source SGẑ

SGx̂

Det. 1

Det. 2

Det. 3

Experiment #3:

Source SGẑ

SGŶ

Det. 1

SGẑ

Det. 2

Det. 3

Det. 4

Exercise 8.4 Design an ElMaW version of Experiment #3 from
Exercise 8.3. Sketch where you would need to put all of the optical
components to make the equivalent quantum experiment.

Although we have discussed how we measure the probability of
getting a particular result (using the Eq. (7.4)) , we haven’t addressed Probability Predictor
how to measure the spin state of our atoms. We need to add another
set of tools to our toolbox in order to do this.



9 Quantum Operators

We model the things we measure in our experiment with linear
operators. We start with a general description of the operators and These of often called “observ-

ables” because we could, in
principle, observe them even if
making the actual measurement
is challenging.

then we will apply them to our quantum state model.

9.1 Linear Operators

A linear operator is something of a machine that acts on quantum
states and then returns quantum states: We will use a “hat” ˆ on top of a

capital letter (M̂ for “machine”)
to denote a linear operator. This
will keep it different from a unit
vector.

M̂ |A〉 = |B〉 . (9.1)

In order for our operator to be linear we want the following proper-
ties (where z is a complex number):

M̂z |A〉 = z |B〉 and (9.2a)

M̂ (|A〉+ |B〉) = M̂ |A〉+ M̂ |B〉 . (9.2b)

If we have a set of basis vectors like |j〉, we decompose our quan-
tum states in terms of these vectors. We can then get what the opera-
tor M̂ looks like in that particular basis. We start with

Using Orthonormal Basis
Decomposer|A〉 = ∑

j
αj |j〉 and |B〉 = ∑

j
β j |j〉 . (9.3)

We apply this to Eq. (9.1) to get

∑
j

αj M̂ |j〉 = ∑
j

β j |j〉 . (9.4)

We then multiply both sides by 〈k| and use the orthogonality relation-
ship on the right-hand side to get

Our Orthonormal Col-
lapser tool∑

j
αj 〈k| M̂ |j〉 = βk. (9.5)

This means that, in the |j〉 basis, our operator is represented by

〈k| M̂ |j〉 ≡ mkj , (9.6)
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where we use the shorthand mkj to denote the elements of the M̂
operator in this basis. So our linear operator represented in the |j〉
basis is

∑
j

mkjαj = βk, (9.7)

which looks a lot like matrix multiplication.

Matrix Representation

Just like we represented state vectors with column and row matrices,
we form a representation of the operator using an N by N matrix,
where N is the number of free parameters in the state space. So a We also call N the size of the

Hilbert space. We will eventu-
ally find infinite-dimensional
Hilbert spaces, but the same
ideas apply.

matrix representation in a space with three free parameters would
look like this:

M̂⇒

m11 m12 m13

m21 m22 m23

m31 m32 m33

 . (9.8)

In this representation, our operator acting on our state vectors
(Eq. (9.1)) looks like this:m11 m12 m13

m21 m22 m23

m31 m32 m33


α1

α2

α3

 =

β1

β2

β3

 (9.9)

Example 9.1 What is the outcome of the operator M̂ acting on the
state |A〉 in the |j〉 basis?

Model: We model the operator and the quantum state vectors as
matrices. We’ll use matrix multiplication to get the output.

Visualization: Visualizing a matrix is tough. But one nice ap-
proach is the one by Cornell College where the matrix deforms the
initial state into a new state.

people.cornellcollege.edu/dsherman/

visualize-matrix.html

Solution: Our solution uses the rules of matrix multiplication to

http://people.cornellcollege.edu/dsherman/visualize-matrix.html
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find the output.m11 m12 m13

m21 m22 m23

m31 m32 m33


α1

α2

α3

 =

m11α1 + m12α2 + m13α3

m21α1 + m22α2 + m23α3

m31α1 + m32α2 + m33α3

 . (9.10)

Assess: Our output is a new ket vector as expected.

9.2 Linear Operators acting on bra-vectors

We need to know how linear operators act on bra vectors, too. We
want something like

〈A| M̂. (9.11)

So how are M̂ |A〉 = |B〉 and 〈A| M̂ = 〈B| related to each other? If we
do this in component for (in the |j〉 basis), we get

∑
j

mkjαj = βk (9.12)

and

∑
j

m∗jkα∗j = β∗k . (9.13)

There are two differences between these two relationships:

1. We take the complex conjugate of each of the matrix entries.

2. We flip the location of the indices on each of the mkj entries. Also known as taking the trans-
pose of the matrix.

Put these two together and we get the complex conjugate-transpose
also known as the Hermitian conjugate. This is defined as(

M̂T
)∗

= M̂†. (9.14)

Exercise 9.1 What is the Hermitian conjugate of this operator in
the matrix representation?

M̂⇒


1
3 2 + i e3iπ/2

−4 + 2i 2
3 6

eiπ/
√

2 9 −1
3

 (9.15)
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9.3 Operator Eigenvalues and Eigenvectors

If a general linear operator transforms one ket vector into another
ket vector, there is a special type of operator and related ket vector
such that when the operator acts on the ket vector, it only scales the
ket vector by some number. This special ket vector, known as the
eigenvector, is otherwised unchanged. The scale factor is known as the
eigenvalue. In symbolic terms we have

This notation is awkward,
but common. We have a ket
vector in some basis |λ〉 and
its eigenvalue λ which is just a
(complex) number.L̂ |λ〉 = λ |λ〉 . (9.16)

Let me give you a feel for how this works. Quantum Mechanic’s Toolbox:

Eigenvaluator This tool is
used to evaluate the operation
of a linear operator on one of
its eigenvectors. It returns the
eigenvalue and the eigenvector.

Example 9.2 Show that, in the matrix representation, |λ1〉 ⇒
(

1
1

)

is an eigenvector of M̂⇒
(

1 2
2 1

)
.

Model: It makes sense to use the matrix representation for our
quantum states. We don’t know much else about the system.

Visualization: This would be akin to multiplying a vector by some
number or rotating a vector about is own axis. Hard to visualize.

Solution: We run the operation M̂ |λ1〉 and get

(
3
3

)
→ 3 |λ1〉.

That makes λ1 = 3 and we have an eigenvalue and an eigenvector.

Active Reading 9.1: Work out
this matrix multiplication in
your notes.

Assess: We got a column vector from the operator acting on the
column vector. That’s what we expect.

Exercise 9.2 Check if

(
1
0

)
and

(
1
−1

)
are also eigenvectors of

M̂⇒
(

1 2
2 1

)
. If they are, what are their eigenvalues?

9.4 Hermitian Operators

There is a special subset of linear operators that are equal to their
own Hermitian conjugates:

M̂† = M̂. (9.17)

We are particularly interested in this type of operator, called a Hermi-
tian Operator, because of three properties:
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1. The eigenvalues of a Hermitian operator are real numbers. This is
good — we will be identifying these as the outcomes of measure-
ments and we only want real numbers for things we measure.

2. The eigenvectors of a Hermitian operator are a complete set. Any
arbitrary ket-vector can be decomposed using our tools into the
basis of eigenvectors.

3. The eigenvectors of a Hermitian operator can be made into an
orthonormal set with unique eigenvalues.

There are times when there are
degenerate eigenvalues and a
bit of work has to be done to
get there, but we’ll mostly be
avoiding that situation in this
Guide.

In the next example, we’ll work through why it is that being a
Hermitian operator means that the eigenvalues are real.

Example 9.3 Show that a Hermitian operator has real eigenval-
ues.

Model: We model our quantum state as a ket-vector and our
operator as Hermitian.

Visualization: Not much to show here— but I’m thinking about it.

Solution: Since M̂ |λ〉 = λ |λ〉, we can flip this to the bra-vector
version: 〈λ| M̂† = 〈λ| λ∗. But since M̂† = M̂ (the definition of a
Hermitian operator), that means that 〈λ| M̂ = 〈λ| λ∗.
Now we multiply the first piece by 〈λ| and the second by |λ〉 and
get

〈λ| M̂ |λ〉 = λ 〈λ|λ〉 (9.18a)

〈λ| M̂ |λ〉 = λ∗ 〈λ|λ〉 . (9.18b)

We subtract these two and get λ− λ∗ = 0 which is only valid if λ is
a real number.

Assess: We got a general solution without having to use specific
values.

Exercise 9.3 Show that if a Hermitian operator has two unique
eigenvalues, the corresponding eigenvectors must be orthogonal.

9.5 Spin Operators

SGẑ Ŝz

SGx̂ Ŝx

SGŷ Ŝy

We wrap up this section by connecting Hermitian operators to our
quantum spin model. We will now model the Stern-Gerlach magnetic
field gradient as a Hermitian operator. Now the process of sending
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an atom through the magnetic field gradient becomes an operator
acting on a quantum state. We will represent Ŝz as the matrix (in the
z basis)

Ŝz ⇒
h̄
2

(
1 0
0 −1

)
. (9.19)

Example 9.4 What is the output state from the SGẑ if we sent in
the state |u〉?
Model: We model the SG magnetic field gradient as an operator
in the z basis. We will work in the matrix representation where

|u〉 ⇒
(

1
0

)
.

Visualization:

|u〉 SGẑ

+h̄/2

−h̄/2

Solution: We want

Ŝz |u〉 ⇒
h̄
2

(
1 0
0 −1

)(
1
0

)
=

h̄
2

(
1
0

)
. (9.20)

So the output is the state h̄/2 |u〉.
Assess: This shows that |u〉 is an eigenvector of Ŝz as we expected
with eigenvalue of h̄/2.

We do the same thing with the other two directions, x and y. We
will write these operators in the same z basis, though. That means
when we want to use them, we have to write any input vector in the
z-basis (in terms of |u〉 and |d〉).

Ŝz ⇒
h̄
2

(
1 0
0 −1

)

Ŝx ⇒
h̄
2

(
0 1
1 0

)

Ŝy ⇒
h̄
2

(
0 −i
i 0

) (9.21)
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Exercise 9.4 What is the output state if we send |`〉 into the SGx

Stern-Gerlach experiment? How about if |o〉 is sent into the SGy?



10 Quantum Mechanic’s Model

We now put everything together into a model to describe both the
ElMaW/Beamsplitter and the Stern-Gerlach experiments.

10.1 The Quantum Model

Here’s how the model works:

1. Measurable physical quantities are modeled as Hermitian opera-
tors L̂ (where L̂† = L̂).

2. The results of a measurement is one of the eigenvalues of L̂ called
λj where

∣∣λj
〉

are the orthogonal eigenvectors of L̂.

3. If we measure value λj, then the output state of the system is now∣∣λj
〉
.

4. If |Ψin〉 is the state-vector input of a system, the probability of
measuring value λj is

P(λj) =
∣∣〈λj|Ψin

〉∣∣2 .
Using Probability Predic-
tor

10.2 Average Measurements Although this is often called an
“expectation value”, that is an
awful name. There are many
cases for which the most likely
value and the average value are
not the same.

It is often useful to ask what we would get if we repeated a measure-
ment many times and then took the average of all the results. We can
evaluate this with our model using the following notation:

Quantum Mechanic’s Toolbox:

Expectation Evaluator
This tool is used to find the
average measurement value of
an operator for an input state.

〈
L̂
〉
= 〈Ψin| L̂ |Ψin〉 . (10.1)

Let’s practice using this tool.

Example 10.1 An atom is prepared in the spin state |Ψ〉 = |u〉 .
What is the average measurement if the atom is sent through the
SGẑ magnetic field gradient?
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Model: We model the atom as a quantum state and the SG mag-
netic field gradient as the Hermitian operator Ŝz. We will work in

the z basis where |u〉 ⇒
(

1
0

)
.

Visualization:

|u〉 SGẑ

+h̄/2

−h̄/2

Solution: We use Eq. (10.1) to calculate the average measurement. Expectation Evaluator

In the matrix representation, this becomes

〈u| Ŝz |u〉 ⇒
(

1 0
) h̄

2

(
1 0
0 −1

)(
1
0

)
. (10.2)

Performing the matrix multiplication gives us h̄/2.
Assess: That agrees with our experimental results. What is the

probability of measuring |u〉? We find that P(|u〉) = |〈u|Ψ〉|2 = 1.
Using Probability Predic-
tor

After the measurement the state is still |u〉.

Exercise 10.1 An atom is prepared in the spin state |Ψ〉 = |r〉 .

(a) What is the average measurement if the atom is sent through
the SGẑ magnetic field gradient?

(b) What is the probability of measuring h̄/2 in a single experi-
ment?

(c) What is the state after measurement if we measure h̄/2?

We model our ElMaW system using the same tools. We model
the λ/2-plate, λ/4-plate, and PBS system using the following set of
operators. If we write them all in the V − H basis, we get:

(λ/2 = 0◦, λ/4 = 0◦) ≡ σ̂3 ⇒
(

1 0
0 −1

)
(10.3a)

(λ/2 = −45◦, λ/4 = 0◦) ≡ σ̂1 ⇒
(

0 1
1 0

)
(10.3b)

(λ/2 = 0◦, λ/4 = 45◦) ≡ σ̂2 ⇒
(

0 −i
i 0

)
. (10.3c)
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The eigenvalues of each operator are the polarization states we’ve
used before:

σ̂3 |V〉 = +1 |V〉 Using Eigenvaluator

σ̂3 |H〉 = −1 |H〉 . (10.4a)

We’ll practice using this system, too.

Example 10.2

We send the ElMaW from a single atom through a V polarizer.
What is the average measurement if the λ/2-plate is set at −45◦?

Model: We are given a state prepared in the V − H basis, but since
the λ/2-plate is set at −45◦ and the λ/4-plate is set at 0◦, we need
to measure in the DR − DL basis. We will model the PBS in this
basis and write our input state in that basis, too.

Visualization:

PBS Detector 1

Detector 2

λ/2-
plate at
−45◦

λ/4-plate
at 0◦

Solution: We will use the eigenvalue relationships to find the
average measurement. We need to write our initial state in the
DR − DL basis:

|Ψ〉 = 1√
2
|DR〉+

1√
2
|DL〉 .

Orthonormal Basis De-
composerNow we want 〈Ψ| σ̂1 |Ψ〉. We do the right-hand part and get

〈Ψ| (σ̂1 |Ψ〉) = 〈Ψ| σ̂1

(
1√
2
|DR〉+

1√
2
|DL〉

)
(10.5)

Now we use the eigenvalue relationships since |DR〉 and |DL〉 are
both eigenvectors of σ̂1.

〈Ψ| (σ̂1 |Ψ〉) = 〈Ψ|
(
(+1)

1√
2
|DR〉+ (−1)

1√
2
|DL〉

)
Eigenvaluator

Finally, we expand the bra-vector 〈Ψ| and use the fact that 〈DR|DL〉 =
0 to get Orthonormal Collapser
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〈Ψ| σ̂1 |Ψ〉 =
(
(+1)

1
2
+ (−1)

1
2

)
= 0. (10.6)

Active Reading 10.1: Be sure
to work out the missing steps
here.

Assess: This is what we expected for our average measurement.
Half the time we get a +1, the other half we get −1. This averages
to zero.

Exercise 10.2 We send the ElMaW from a single atom through a
DR polarizer.

(a) What is the average measurement if the λ/2-plate is set at 0◦

and the λ/4-plate is set at 45◦?

(b) What is the probability of measuring −1 in a single experi-
ment?

(c) What is the state after measurement if we measure −1?

10.3 Averaging in a Specific Basis
Of course, we need to know the
eigenvalues and eigenvectors
of the operator to do this. You
could use your favorite C.A.S.
to find them for any operator
in the matrix representation.

Orthonormal Basis De-
composer

We can use our tools to figure out the average measurement of an
operator L̂ if we know we have decomposed the initial state vector
|Ψ〉 in terms of its eigenvectors

∣∣λj
〉
.We start by writing

|Ψ〉 = ∑
j

αj
∣∣λj
〉

. (10.7)

When we act on this state with the operator, we get

L̂ |Ψ〉 = ∑
j

αj L̂
∣∣λj
〉
= ∑

j
αjλj

∣∣λj
〉

. (10.8)

So we now find the expectation value of
〈

L̂
〉
:

〈Ψ| L̂ |Ψ〉 = ∑
k

α∗k 〈λk|∑
j

αjλj
∣∣λj
〉

(10.9a)

〈Ψ| L̂ |Ψ〉 = ∑
k

α∗k αkλk. (10.9b)

We now relate this to the probability of making a measurement:

Orthonormal Collapser

P(λj) =
∣∣〈λj|Ψ

〉∣∣2 =
〈
Ψ|λj

〉 〈
λj|Ψ

〉
Probability Predictor

We now write our initial state in terms of the basis vectors |λk〉 and
|λl〉:

Orthonormal Basis De-

composer, Orthonormal
Collapser
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P(λj) =∑
k

α∗k
〈
λk|λj

〉
∑

l
αl
〈
λj|λl

〉
(10.10a)

=α∗j αj (10.10b)

This means that the average of many measurements can be written in
the following compact way: This is the same as Ex-

pectation Evaluator and joins
that tool as another useful
way of finding the expectation
value.

〈Ψ| L̂ |Ψ〉 = ∑
j

P(λj)λj. (10.11)

This agrees with the notion of an average measurement given a
random distribution of outcomes.

Technique 10.1: Putting this all together, the general technique is to:

1. Model the physical system as a linear operator.

2. Determine the eigenvalues and eigenvectors of the operator.

3. Write the input state in the operator’s eigenvector basis.

4. Calculate the average value of the measurement of the operator.

Example 10.3 What is the average measurement if a CR polarized
wave is measured in the V − H basis?

Model: We model the ElMaW as a quantum state with initial state
|CR〉. We model the measurement system as a quantum operator
σ̂3. Since we are working in the V − H basis, we want to wite |CR〉
in that basis.

Visualization:

PBS Detector 1

Detector 2

λ/2-
plate at
0◦

λ/4-plate
at 0◦

Solution: We saw previously that |CR〉 = 1√
2
|V〉+ i√

2
|H〉. So

P(+1) =
∣∣∣∣ 1√

2

∣∣∣∣2 =
1
2

(10.12a)

P(−1) =
∣∣∣∣ i√

2

∣∣∣∣2 =
1
2

(10.12b)
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So our average measurement will be:

〈CR| σ̂3 |CR〉 =
1
2
(+1) +

1
2
(−1) = 0. (10.13)

Active Reading 10.2: Be sure
you know how we got here -
work it out on your own.

Assess: This is what we expect should be - there are equal
probabilities of measuring |V〉 and |H〉

Exercise 10.3 What is the average measurement if an atom has
initial spin |Ψ〉 = (

√
1/3) |u〉+(

√
2/3) |d〉 and is measured through

the SGŷ magnetic field gradient?

Common Misconception
Operator Model

Operator Model

It is a common misconception that acting with an operator is the
same thing as making a measurement with an actual physical system.
That isn’t how our model works. We can use the operator model to
figure out what the average of many measurements will be. We can
use the probability tool to figure out what the probability of any par-
ticular measurement will be. We can even say what the measurement
value will be and what the resulting state is if we make a particular
measurement. But the operator does not model a measurement. It
models the interaction system prior to the measurement devices. We
will say more about how to model the actual measurement devices a
bit later on.

10.4 Non-uniqueness of the Quantum State

We have addressed this before, but I want to make sure we have hit
this concept explicitly. The quantum state is only specified up to an
arbitbitrary phase factor eiθ . This is because all of our normalizations
and measurements are based on taking the state vector times its
complex conjugate. So if

|Ψ〉 = eiθ |A〉 , (10.14)

then
〈Ψ|Ψ〉 = 〈A| e−iθeiθ |A〉 = 〈A|A〉 . (10.15)

So the phase factor θ could be anything at all and it won’t affect the
outcome of the measurement. This can be handy as it will allow us to
ignore any overall phases.

This is similar to the idea from
classical physics that only
energy differences matter and
not absolute energies. This
arbitrary phase factor plays an
important role in developing
ideas beyond this class.
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Exercise 10.4 You are given a beam of atoms that are all prepared
in the intial state

|Ψ〉 = 1
2
|u〉+

√
3i

2
|d〉 . (10.16)

You are also given a new system that is modeled by the following
Hermitian operator:

B̂ = b0

(
1 1
1 1

)
(10.17)

where b0 is a real constant.

(a) What are the possible outcomes of the measurements? What
are the probabilities of getting each?

(b) If we make many measurements with this system, what is the
average value of the measurements? Calculate this two different
ways: using the probabilities from the first part, and using the
definition of the average of an operator.



11 Part I Summary and Test

Up to this point we have covered the need for a quantum model to
describe two different experiment systems: the ElMaWs from a single
trapped atom and the internal spin states of atoms. We developed
a mathematical model for describing measurement probabilities
and outcomes based on a complex vector space. We developed a
set of tools that we used to make specific predictions of the average
outcomes of measurements of these systems.

It is important to practice using these tools to model experiments.
The following set of exercises is a good way to test your understand-
ing of these models. Try to do these without referring to the previous
text. If you can do all of them and your solutions agree with those
provided on the following pages, then you are in pretty good shape
to move forward with the material. If not, you should specifically
review the material you do not have mastery of yet, then retry the
test exercises.

Exercise 11.1 Your research advisor asks you to produce a beam
of spin-1/2 atoms which are in the state

|Ψ〉 = − 1√
2
|u〉+ i√

2
|d〉 . (11.1)

(a) You measure the state using a Stern-Gerlach apparatus ori-
ented in the y-direction. What is the probability of getting a
−h̄/2 result?

(b) What is the state of the atoms after you measure a −h̄/2
result?

(c) What is the expected average if you prepare many atoms in the
same state and then measure them?

Exercise 11.2 Consider two measurement propositions about a
atomic spin state initially prepared as |`〉:

Prop. A: When measured with an SGx̂, do we measure −h̄/2?
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Prop. B: When measured with an SGẑ, do we measure −h̄/2?

For which measurement results will these propositions be true?
How about A and B as well as A or B? Consider the reverse as
well: B and A and B or A.

Exercise 11.3 Identify the nature (bra, ket, operator, or number) of
the following:

(a) 〈ψ|φ〉 Â

(b) Â |ψ〉 〈φ|ψ〉
(c) B̂ |ψ〉 〈φ| Â |ψ〉

Why must the bra and ket vectors we use be normalized to one?

Exercise 11.4 You are given a beam of atoms that are all prepared
in the intial state

|Ψ〉 = −2√
7
|u〉+ i

√
3
7
|d〉 . (11.2)

You are also given a new system that is modeled by the following
operator in the z-basis:

Ŵ ⇒ 2

(
9 0
0 16

)
(11.3)

(a) Show that Ŵ is a Hermitian operator. What are the eigenval-
ues and eigenvectors of the operator.

(b) What is the average measurement of
〈
Ŵ
〉

for the given input
state |Ψ〉?

Stop here and don’t continue reading until you have completed the
exercises.
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Example 11.1 We model the atom as a quantum state and we
model the measurement as the operator Ŝy. We first notice that the
input state |Ψ〉 = − |o〉. This simplifies the problem significantly,
since |o〉 is an eigenvector of the Ŝy operator.

(a) The probability of measuring −h̄/2 is just the probability
of measuring |o〉. Since the input state is |Ψ〉 = − |o〉, the
probability is

P(|o〉) = |〈o|Ψ〉|2 = |−1|2 = 1. (11.4)

(b) After measuring −h̄/2, the atom is in the state |o〉, since that is
the eignevector of Ŝy with eigenvalue of −h̄/2.

(c) The average result after making many measurements is just
−h̄/2, since the probability of making this measurement is 1.

Example 11.2 We model the two measurements as the quantum
operators Ŝx and Ŝz. The output of the measurements are:

Ŝx |`〉 =
−h̄
2
|`〉 (11.5a)

Ŝz |`〉 =Ŝz

(
1√
2
|u〉 − 1√

2
|d〉
)
=

h̄
2

1√
2
|u〉 −

(−h̄
2

)
1√
2
|d〉 .

(11.5b)

Prop. A is true 100% of the time. Prop. B is true 50% of the time
since the probability of measuring −h̄/2 is 50%. The proposition
A or B is always true since the probability of measuring A is 100%.
The proposition A and B can be visualized using our schematic
diagram shown in Fig. 11.1.

|`〉 SGx̂

+h̄/2 – 0% of the time.

SGẑ
−h̄/2 True
50% of the
time.

+h̄/2 False

True
Figure 11.1:

So the proposition A and B is true 50% of the time.

We reverse this to look at the other propositions, shown in Fig. 11.2.
This shows that the proposition is true 25% of the time.



a quantum mechanic’s guide 68

|`〉 SGẑ

+h̄/2 – 50% of the time.

SGx̂
−h̄/2 True
50% of the
time.

+h̄/2 – False

True
50%
of the
time

Figure 11.2:

Finally we look at the proposition B or A. This is shown in
Fig. 11.3. The total possibility of getting a true result is 75%.

|`〉 SGẑ

−h̄/2 – True 50% of the time.

SGx̂

−h̄/2 True 50% of the time.

+h̄/2 – False

Figure 11.3:

Example 11.3 We identify the items as:

(a) This is a number times an operator which gives an operator.

(b) This is a ket times a number which give a ket.

(c) Thi is a ket times a number which gives a ket.

The states must be normalized because we identify the norm as
the total measurement probability. Because we must measure the
system in some state with 100% probability, the norm of the state
better be 1.

Example 11.4 We first look at the operator Ŵ. Its Hermitian
conjugate Ŵ† is

Ŵ† ⇒ 2

(
9 0
0 16

)
= Ŵ, (11.6)

so the operator is Hermitian. We also notice that it is diagonal.
This means that the eigenvectors are just |u〉 and |d〉. The two
eigenvalues are:

Ŵ |u〉 = 18 |u〉 Ŵ |d〉 = 32 |d〉 . (11.7)
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This is a “Wabash” operator: it
has eignevalues 1832!

The average measurement is

〈
Ŵ
〉
= P(|u〉)(18) + P(|d〉)(32) =

4
7
(18) +

3
7
(32) = 24. (11.8)



Part II Using Quantum States

We now move on to using quantum states model a number of differ-
ent systems.

Time Evolution of
Quantum States

Uncertainty in
Measurement

Entanglement

Continuous
Eigenvalues

Matter Wave Models



12 Time Evolution of a Quantum State

Ok, we’ve got tools to model two types of quantum systems using
our state vectors and linear operators. But at this point, we’ve only
described a static system. How does a quantum state evolve in
time? Another way of looking at this is: how does the quantum state
change due to interactions with other things? We’ve already seen
examples of interactions: the λ/2-plate and λ/4-plate somehow
change the quantum state. There is an equivalent interaction for the
quantum spin: a uniform magnetic field. This is the same idea as the

kinematics equation for a point
particle: x(t) = x(0) + ẋ(0)t +
(1/2)at2. Give me an initial
position and velocity and tell
me the interaction (a) and I can
tell you how the particle moves.

So what we want is a model that takes our quantum state at time
t = 0 and gives us the state at some future time t:

|Ψ(t)〉 = Û(t) |Ψ(0)〉 . (12.1)

where Û(t) is some operator that tells us how the interactions change
the quantum state. There is a conceptual point here that I need to
make: What this model is saying is that the time evolution of the
quantum state is predictable. Our model predicts what the quantum
state will be. However, our measurement outcomes will still be
probabilistic.

12.1 Properties of Û

What can we say about this evolution operator Û? Well, to start, we’d
like it to not change the normalization properties of quantum states.
Say we have a quantum state that, at time t = 0, is normalized:

〈Ψ(0)|Ψ(0)〉 = 1, (12.2)

then we want these states to remain normalized at any future time:

〈Ψ(t)|Ψ(t)〉 = 1. (12.3)

We re-write this in terms of Û (and use the bra vector version of
Eq. (12.1) 〈Ψ(t)| = 〈Ψ(0)| Û†(t)). This means that

〈Ψ(t)|Ψ(t)〉 = 〈Ψ(0)| Û†(t)Û(t)︸ ︷︷ ︸
This must be 1

|Ψ(0)〉 = 1. (12.4)
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So the combination of Û†(t)Û(t) must be some “one” operator that
doesn’t change the states. We’ll denote this as 1̂ such that

1̂ |Ψ〉 = |Ψ〉 . (12.5)

Using this notation, we get Û†(t)Û(t) = 1̂. If we move the Û to
the other side we have that the Hermitian conjugate is equal to the
inverse of Û,

Û†(t) = Û−1(t). (12.6)

This is the definition of a unitary operator. This type of operator
doesn’t change the normalization of a state vector. Active Reading 12.1: Your

turn: follow the same reasoning
to show that a unitary operator
also maintains orthogonality
between two orthogonal state
vectors.

12.2 Small Time Steps

If our unitary time evolution operator works for some time t, then
it should also work for some very short time ε. But we should also
find that our quantum state hasn’t changed very much in that small
time step. So, applying what we know from above, that means that
Û†(ε)Û(ε) = 1̂. We now write our unitary operator as a small linear
step away from the 1̂ operator since we are taking only a very small
time step: The units of ε/h̄ are s2/(kg m2)

= 1/J, so Ĥ must have units of
energy.

Û(ε) = 1̂− iε
h̄

Ĥ (12.7)

where we’ve written the small time evolution in terms of a Hermitian
operator Ĥ which we call the Hamiltonian. We will show later that
this operator models the total energy of a system. The Hermitian
conjugate of Û(ε) is

Û†(ε) = 1̂+
iε
h̄

Ĥ. (12.8)

Now we write the quantum state at time step ε using this linear
approximation:

|Ψ(ε)〉 = |Ψ(0)〉 − iε
h̄

Ĥ |Ψ(0)〉 . (12.9)

We rearrange this to get

|Ψ(ε)〉 − |Ψ(0)〉
ε

= − i
h̄

Ĥ |Ψ(0)〉 . (12.10)

But the piece on the left-hand side is just the definition of a time This is equivalent in importance
to our quantum model as New-
ton’s 2nd Law, ~F = m(d2~x/dt2),
is to classical mechanics.

derivative in the limit where ε→ 0. So we have, finally, the Schrödinger
equation:

Quantum Mechanic’s Toolbox:

Schrödinger Equationator
This tool is used to find the
time evolution of a quantum
state.

ih̄
d
dt
|Ψ〉 = Ĥ |Ψ〉 (12.11)

which is the fundamental equation of “motion” or time evolution for
our quantum model.
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12.3 Time-Independent Schrödinger Equation

We will encounter many situations where the Hamiltonian operator
does not depend explicitly on time, or

dĤ
dt

= 0. (12.12)

This is very similar to the model from classical mechanics that the to-
tal mechanical energy is conserved. In that model, we found the total
energy of the system and then used that to make predictions about
the time evolution of the system. The same type of model works here:
we find the eigenvectors and eigenvalues of the Hamiltonian operator
and then we use this to make predictions about the time evolution of
the system. Although the first part is the hard part (we’ll spend a lot
of time on it later), we’ll assume for now that we’ve got it done. We
call the eigenvectors |E〉 with corresponding eigenvalues E:

Ĥ |E〉 = E |E〉 . (12.13)

Following our Technique 10.1, we expand our quantum state in terms

Eigenvaluator

of these eigenvalues,

|Ψ(t)〉 = ∑
E

aE(t) |E〉 , (12.14)

where we are using aE(t) to represent the expansion coefficients αj.

Orthonormal Basis De-
composer

Since the total energy of the system doesn’t change with time, the
eigenvectors |E〉 also don’t change. So all of the evolution of the
quantum state has to be in the coefficients.

We now use this expansion with the Schrödinger equation (Eq. (12.11))
to determine how the coefficients aE(t) evolve with time.

Orthonormal Basis De-
composer

ih̄
d
dt
|Ψ(t)〉 = Ĥ |Ψ(t)〉 (12.15a)

↓ ↓

ih̄
d
dt

[
∑
E

aE(t) |E〉
]
= Ĥ

[
∑
E

aE(t) |E〉
]

(12.15b)

↓ ↓

ih̄ ∑
E

daE(t)
dt

|E〉 = ∑
E

aE(t)Ĥ |E〉 (12.15c)

= ∑
E

aE(t)E |E〉 . (12.15d)

So, we have, putting everything on the same side,

Eigenvaluator

∑
E

[
ih̄

daE(t)
dt

− EaE(t)
]
|E〉 = 0. (12.16)
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The only way this works is if every term in the square brackets is
zero. This means that

ih̄
daE(t)

dt
= EaE(t). (12.17)

The solution to this is: Active Reading 12.2: Check
this if you haven’t solved differ-
ential equations in awhile.aE(t) = aE(0)e−iEt/h̄, (12.18)

where aE(0) is a constant: the value of aE when t = 0. So, the so-
lution to the Schrödinger equation, when the Hamiltonian is time-
independent, is

|Ψ(t)〉 = ∑
E

aE(0)e−iEt/h̄ |E〉 . (12.19)

Technique 12.1: To solve the time-independent Schrödinger equa-
tion:

1. Model the interaction as a time-independent Hamiltonian (based
on the total energy of the system) as an operator Ĥ.

2. Find the eigenvalues E and eigenvectors |E〉 of the Hamiltonian
Ĥ:

Ĥ |E〉 = E |E〉 (12.20)

3. Model the system as a quantum state at the inital time t = 0
and expand the quantum state in terms of the Hamiltonian
eigenvectors:

|Ψ(0)〉 = ∑
E

aE(0) |E〉 . (12.21)

where aE(0) = 〈E|Ψ(0)〉.

4. Write down the evolution of the quantum state inserting e−iEt/h̄:

|Ψ(t)〉 = ∑
E

aE(0)e−iEt/h̄ |E〉 . (12.22)
Using Orthonormal Col-
lapser

Now we’ll do some practicing and some examples.

Exercise 12.1 Suppose at t = 0 an atom is in the state

|Ψ(0)〉 = 1
2
|E1〉+ i

√
3

2
|E2〉 , (12.23)

where |E1〉 and |E2〉 are two energy eigenstates of the system
Hamiltonian Ĥ.

(a) What is |Ψ(t)〉 for t > 0?
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(b) If the energy is measured at t > 0, find the probability of
obtaining E2. Does this probability depend on time?

We now run through an example to get a feel for what this means
and how it works for a physical system.

Example 12.1 An atomic spin oriented in the +x-direction is
directed through a region of uniform magnetic field, pointed in the
z-direction. What is the time evolution of the spin in the magnetic
field region?

Model: We will model the magnetic field as having a magnitude
B pointed in the ẑ direction. The total mechanical energy (ignor-
ing the constant translational kinetic energy) of the spin in the
magnetic field is

H = −~µ · ~B = − q
2m

SzB. (12.24)

So we model the interaction as an operator Using Eq. (8.3)

Ĥ = −γBŜz, (12.25)

where we’ve put all the extra constants in the value γ to make it
easier to write. There are also the Landé factors to keep track of,
too.

Visualization: We model the spin interaction schematically:

Input State Bẑ Output State

Solution: We already know the eigenvalues and eigenvectors of
our Hamiltonian. They are:

Ĥ |u〉 = −γBŜz |u〉 = −γB
h̄
2
|u〉 and (12.26a)

Ĥ |d〉 = −γBŜz |d〉 = γB
h̄
2
|d〉 . (12.26b)

So our eigenvalues are ∓γBh̄/2 for the |u〉 and |d〉 eigenstates.
The next step is to write the input state in terms of the eigenvec-

tors of the Hamiltonian. Since we are given a state that starts in
+x, that means we have

|r〉 = 1√
2
|u〉+ 1√

2
|d〉 (12.27)

and au(0) = ad(0) = 1/
√

2. So the time evolution of the state is

|Ψ(t)〉 = 1√
2

eiγBt/2 |u〉+ 1√
2

e−iγBt/2 |d〉 . (12.28)
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Assess: Is our state still normalized? We check that 〈Ψ(t)|Ψ(t)〉 =
1, so we are good.

Active Reading 12.3: Be sure
to work through this explicitly.
Use 〈u|d〉 = 0 to simplify.

Exercise 12.2 An atomic spin oriented in the +x-direction is
directed through a region of uniform magnetic field, pointed in the
z-direction. What is the time evolution of the spin in the magnetic
field region in the x-basis? We want to know this so we can predict
the outcome of a measurement in the x-direction.

Exercise 12.3 At t = 0, a neutron is oriented in the −y-direction
(|o〉). The neutron is placed in a uniform magnetic field ~B =

10−5ẑ T.

(a) If the neutron is measured in the z-basis 1 millisecond later,
find the probability of obtaining +h̄/2.

(b) If instead the neutron is measured in the y-basis 1 millisecond
from t = 0, find the probability of obtaining +h̄/2.

Exercise 12.4 I give you a quantum system with a Hamiltonian Ĥ
and an observable operator Â given (in the the same basis):

Ĥ ⇒ E1

1 0 0
0 2 0
0 0 3

 Â⇒ a1

1 0 0
0 2 0
0 0 1

 , (12.29)

and the system is prepared in the state

|Ψ(0)〉 ⇒ 1
3

1
0
0

− i
3

0
1
0

+

√
7

3

0
0
1

 . (12.30)

(a) What is |Ψ(t)〉 for t > 0?

(b) If Â is measured at t > 0, what are the possible results? What
are the probabilities for obtaining those results? What is the
state of the system after each of the possible measurements?

(c) If many measurements of Â are made on identical copies of
|Ψ〉, what would the average results be?



13 Commutators and Measurement Uncer-
tainty

13.1 Commutators

Now that we have tools for modeling the time evolution of a quan-
tum state, we need to connect these back to our model of measurable
quantities as linear operators. What happens to the average of a
measurement over time? We start with a general observable L̂. The
expectation value is 〈

L̂
〉
= 〈Ψ(t)| L̂ |Ψ(t)〉 . (13.1)

How does this change with time? Let’s look at the time derivative
(using the product rule from calculus): Using the Schrödinger

Equationator Twice.d
dt
〈

L̂
〉

=

[
d
dt
〈Ψ(t)|

]
︸ ︷︷ ︸ L̂ |Ψ(t)〉+ 〈Ψ(t)|

(
∂

∂t
L̂
)
|Ψ(t)〉+ 〈Ψ(t)| L̂

[
d
dt
|Ψ(t)〉

]
︸ ︷︷ ︸ .

d
dt
〈Ψ(t)| = i

h̄
Ĥ

d
dt
|Ψ(t)〉 = − i

h̄
Ĥ

(13.2a)

We combine the two operator terms and write the middle term as
an expectation value: Note here that the order of the

operators matters. You may
have seen this in 3D rotations,
or in matrix multiplication. We
can’t just change operator order
without being careful.

d
dt
〈

L̂
〉
=

i
h̄
〈Ψ(t)|

[
ĤL̂− L̂Ĥ

]
|Ψ(t)〉+

〈
∂

∂t
L̂
〉

(13.3a)

=
i
h̄
〈[

Ĥ, L̂
]〉

+

〈
∂

∂t
L̂
〉

(13.3b)

We will see the combination of operators ÂB̂− B̂Â often enough
that we’ve given it a name: the commutator and define it as Quantum Mechanic’s Toolbox:

Commutatanator This
tool is used to find the commu-
tation relationship between two
operators.

[
Â, B̂

]
= ÂB̂− B̂Â. (13.4)
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Example 13.1 How is
[
Â, B̂

]
related to

[
B̂, Â

]
?

Model: We’re obviously modeling our observables as linear Her-
mitian operators.

Visualization: We could visualize this abstractly as rotations in 3D
space. But that doesn’t really help.

Solution: If
[
Â, B̂

]
= ÂB̂− B̂Â and

[
B̂, Â

]
= B̂Â− ÂB̂, then, since

the operators are linear, we have that[
Â, B̂

]
= −

[
B̂, Â

]
(13.5)

Assess: The relationship makes sense: we are going backwards, so
we get the negative result.

Example 13.2 What is the communtator
[
Ŝz, Ŝx

]
?

Model: We’re modeling the observables as linear operators. We’ll
use the matrix representation from Eq. (9.21) in the |u〉—|d〉 basis.

Ŝz ⇒
h̄
2

(
1 0
0 −1

)
(13.6a)

Ŝx ⇒
h̄
2

(
0 1
1 0

)
(13.6b)

The commutator then becomes a matrix multiplication:

ŜzŜx ⇒
h̄2

4

(
1 0
0 −1

)(
0 1
1 0

)
=

h̄2

4

(
0 1
−1 0

)
(13.7)

and

ŜxŜz ⇒
h̄2

4

(
0 1
1 0

)(
1 0
0 −1

)
=

h̄2

4

(
0 −1
1 0

)
. (13.8)

Subtracting these, we get

[
Ŝz, Ŝx

]
⇒ h̄2

2

(
0 1
−1 0

)
. (13.9)

But this is just ih̄Ŝy! So it looks like the commutator has a circular
relationship.

Active Reading 13.1: Show
that this works for the other
two commutation relationships.

Assess: The commutator has units h̄2 since we are multipling
two spins. The result ih̄Ŝy has the same units, so we are good. We
have, therefore, the relationships[

Ŝx, Ŝy
]
=ih̄Ŝz (13.10a)[

Ŝy, Ŝz
]
=ih̄Ŝx (13.10b)[

Ŝz, Ŝx
]
=ih̄Ŝy. (13.10c)
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Exercise 13.1 Practice the idea of the commutator by trying the
various permutations of

[σ̂1, σ̂2] =? (13.11a)

[σ̂2, σ̂3] =? (13.11b)

[σ̂3, σ̂1] =? (13.11c)

13.2 Conservation Laws

Going back to Eq. (13.3b), we can set conditions under which the
average value of an observable is conserved, or doesn’t change with
time. If [

Ĥ, L̂
]
= 0 and

〈
∂

∂t
L̂
〉

= 0 (13.12)

then
〈

L̂
〉

is constant. This means that the expectation value is con-
served. Going back to Noether’s theorem, it means that there is some
type of symmetry to the situation. We will encounter many operators
that are not explicitly time dependent so that〈

∂

∂t
L̂
〉

= 0. (13.13)

It thus becomes only a matter of checking if the operator commutes
with the Hamiltonian to see if the expectation value remains un-
changed.

Exercise 13.2 Consider a silver atom in a uniform magnetic field
~B = Bẑ with a spin pointed initially in the +y-direction.

(a) What is |Ψ(t)〉 for t > 0?

(b) For these atoms, for t > 0 what is
〈
Ŝx
〉
?

(c) Show Eq. (13.3b) is valid for this system for L̂ = Ŝx by sepa-
rately evaluating both sides of the equation.

(d) Use Eq. (13.3b) to evaluate d
〈
Ŝz
〉

/dt for this state.

13.3 Uncertainty in Measurement

Up to this point we’ve talked about how our measurement model is
random- we can’t predict the outcome of any specific measurement,
though we can predict what the average of many identical measure-
ments will be. This system is similar to the Gaussian probability
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distribution function that we’ve used many times in making statisti-
cal measurements of physical quantities. Once we have an average
measurement, the next question is: what is the uncertainty in that
measurement? We will use the definition of the standard deviation
from statistics:

σx =

[
N

∑
i=1

(xi − x̄)2

]1/2

(13.14)

where x̄ is the average of the measurements. In terms of our quan-
tum model, the uncertainty in the measurement of an observable L̂ of
quantum state |Ψ〉 is defined as

∆L ≡
[
〈Ψ| (L̂−

〈
L̂
〉
)2 |Ψ〉

]1/2
. (13.15)

We will often re-write this in terms of the averages of both L̂ and L̂2:

Active Reading 13.2: Ex-
pand Eq. (13.15) and combine
terms to get here. Note that
I’ve squared both sides to sim-
plify writing it. Also note that〈

L̂2〉 = 〈Ψ| (L̂L̂) |Ψ〉.
∆L2 =

〈
L̂2
〉
−
〈

L̂
〉2 . (13.16)

We take the square root of both sides to get the uncertainty in the
measurement of the operator L̂: Quantum Mechanic’s Toolbox:

Uncertainty Evaluator
This tool is used to find the
uncertainty in the measurement
associated with an operator.

∆L =
[〈

L̂2
〉
−
〈

L̂
〉2
]1/2

. (13.17)

The uncertainty in the measurement tells us about the range of
possible measurements of our quantum state.

Example 13.3 What is the uncertainty in measuring the polariza-
tion state |DL〉 in the V − H basis?

Model: We model the quantum state as |DL〉 which, following our
Technique 10.1, we need to write in our measurement basis. We’ll
model the measurement as the linear operator σ̂3.

Visualization:

PBS Detector 1

Detector 2

DL

λ/2-
plate at
0◦

λ/4-plate
at 0◦

Solution: The eigenvectors of σ̂3 are |V〉 and |H〉 with eigenvalues
±1. So our input state is |DL〉 = 1/

√
2 |V〉 − 1/

√
2 |H〉. The
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average measurement is 〈σ̂3〉 = (+1)(1/2) + (−1)(1/2) = 0. So we
now need

〈
σ̂2

3
〉

We calculate this by applying the eigenvalue tool twice:

Eigenvaluator,
Expectation Evaluator

〈V| σ̂2
3 |V〉 = +1 〈V| σ̂3 |V〉 = +1 (13.18)

and
〈H| σ̂2

3 |H〉 = −1 〈H| σ̂3 |H〉 = +1. (13.19)

So
〈
σ̂2

3
〉
= (+1)(1/2) + (+1)(1/2) = 1. That means that ∆σ3 = 1. Using Eq. (10.11)

Assess: This makes sense - the spread of measurements range
from +1 to −1, so we expect the uncertainty to be on that order.

Exercise 13.3 What is the uncertainty in measuring σ̂x from
Exercise 13.2?

13.4 Eigenvalue Degeneracy

We now deal explicitly with the situation where we find that there
are multiple, degenerate eigenvalues of the Hamiltonian. We touched
on this previously, but we will step through formally now how do
work with it. To be concrete, let’s look at a Hamiltonian in a matrix
representation that looks like this:

Ĥ ⇒ E1

1 0 0
0 2 0
0 0 2

 . (13.20)

The eigenvectors are just the column vectors

|1〉 ⇒

1
0
0

 , |2〉 ⇒

0
1
0

 and |3〉 ⇒

0
0
1

 . (13.21)

This Hamiltonian has two eigenvalues that are both 2E1. So if we
were to try and measure the energy of the system, we would measure
only two possibilities: E1 or 2E1, but there are actually three states.
How do we distiguish between |2〉 and |3〉? There must be some
other measurement that can be used to distinguish them.

We now have to look and find another observable that we could
measure to distinguish the states. Since the Hamiltonian measures
energy, we have to look for some other type of measurement operator.
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For now, we’ll call this Â. In the same basis, suppose we have this as
the matrix representation:

Â = a1

1 0 0
0 0 1
0 1 0

 . (13.22)

Note that Â commutes with Ĥ (
[
Â, Ĥ

]
= 0), so we are looking at Active Reading 13.3: Check

this explicitly to make sure!a conserved quantity. The goal now is to find a sent of eigenvectors
common to both observables. We start by finding the eigenvectors and
eigenvalues of Â, which are as follows. Active Reading 13.4: Solve

this for yourself. You may
consider using your favorite
C.A.S..

Â Eigenvalue Ĥ Eigenvalue Eigenvector

a1 E1 |E1, a1〉 ⇒

1
0
0


a1 2E1 |2E1, a1〉 ⇒

1√
2

0
1
1


−a1 2E1 |2E1,−a1〉 ⇒

1√
2

 0
1
−1


These are also eigenvectors of Ĥ (which are noted above.) So now we
need to note that these states are eigenvectors of both Ĥ and Â. We
will symbolize this by calling the states |E, A〉, where

Ĥ |E, A〉 =E |E, A〉 (13.23a)

Â |E, A〉 =A |E, A〉 . (13.23b)

This set of combined observables is said to form a complete set of
commuting observables (CSCO). That means we get everything we need
to distinguish the states by using the whole set of observables. We
will come back to measurements of combined systems shortly.

Example 13.4 If we have the quantum state |Ψ〉 = 1/
√

3 |1〉 +√
2/3 |2〉 using the same basis and operators as above, what is the

probability of measuring E1? E2?

Model: We model our quantum state as part of the CSCO of Ĥ
and Â. We need to rewrite |Ψ〉 in the combined basis vectors first.

Visualization: Nothing to see here, folks. Keep on moving past.

Solution: We know that |2E1, a1〉 = 1/
√

2(|2〉+ |3〉) and |2E1,−a1〉 =
1/
√

2(|2〉− |3〉). That means that |2〉 = 1/
√

2(|2E1, a1〉+ |2E1,−a1〉).
That means that

|Ψ〉 = 1√
3
(|E1, a1〉+ |2E1, a1〉+ |2E1,−a1〉). (13.24)
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So the probability of measuring E1 is: Probability Predictor

P(E1) = |〈E1, a1|Ψ〉|2 (13.25a)

=
1
3

(13.25b)

and Probability Predictor

P(2E1) = |〈2E1, a1|Ψ〉|2 + |〈2E1,−a1|Ψ〉|2 (13.26a)

=
2
3

. (13.26b)

Assess: Our probability adds up to 1. That’s a good thing. Note
that we added up the probabilities of all the degenerate states in
the second piece. That’s how we account for the degeneracy. If we
wanted to find the expectation value or the uncertainty, we could
use Eq. (10.11).

Exercise 13.4 Consider an atom characterized by a Hamiltonian
Ĥ and observable Â that is initially in the state

|Ψ(t = 0)〉 = 1
2
|1〉+ i

2
|2〉 − 1√

2
|3〉 (13.27)

(a) Find |Ψ(t > 0)〉.
(b) If we measure Â at t > 0, find the average of the results if we

measure many atoms in the same state.

(c) What is the uncertainty in the measurement of Â?



14 Multiple Parameters Describing a State

There are times when we can’t completely describe our quantum
system with only one observable. When we get to the hydgrogen
atom, we will find that we need multiple observables to make sense
of the experimental data. So the question is: what does it take to
describe the quantum state? Perhaps we need to measure the spin
and position of an atom. Or maybe we need both the polarization
and the direction of an ElMaW. That is, we are looking for a CSCO.
However, what if we choose two observables and try to measure
them both? As we previously saw, observables have measurement
uncertainties. How does the measurement of multiple observables
affect this?

We saw this way back in Section 5.3 in terms of quantum propo-
sitions. There were times that the order of measurement changed
the possible set of outcomes. We now formalize that in terms of the
linear operator model and its uncertainty.

14.1 Triangle Inequality

We start by noting that, in 3-vector space, there is a statement that
can be made about three vectors that form a triangle. The lengths of
the two sides are always greater than or equal to the third side:

~X

~Y

~X + ~Y

∣∣∣~X∣∣∣+ ∣∣∣~Y∣∣∣ ≥ ∣∣∣~X + ~Y
∣∣∣ . (14.1)

What is the equivalent of this for our vector space? We need to
replace the 3-vectors with kets and work out the magnitudes. Since∣∣∣~X∣∣∣ = √

x2 + y2 + z2, we need to define a similar magnitude for our

kets: |X| ≡
√
〈X|X〉. We’ll square both sides of Eq. (14.1) to simplify

all the square roots. Active Reading 14.1: Work
out the quadratic expansion
and simplify.
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(∣∣∣~X∣∣∣+ ∣∣∣~Y∣∣∣)2
≥
∣∣∣~X + ~Y

∣∣∣2 (14.2a)

↓ ↓

〈X|X〉+ 〈Y|Y〉+ 2
√
〈X|X〉 〈Y|Y〉 ≥ |〈X|X〉+ 〈Y|Y〉+ 〈X|Y〉+ 〈Y|X〉|

(14.2b)

↓ ↓

2
√
〈X|X〉 〈Y|Y〉 ≥ |〈X|Y〉+ 〈Y|X〉| (14.2c)

This is one form of the Cauchy-Schwarz inequality. We’ll use it to
connect the measurement uncertainties of two different observables.

14.2 Uncertainty Principle

We now define our state vectors as the output of two different observ-
ables Â and B̂ acting on a single input state:

|X〉 =Â |Ψ〉 (14.3a)

|Y〉 =iB̂ |Ψ〉 . (14.3b)

We insert these into Eq (14.2c) and simplify to get Active Reading 14.2: Of
course you need to work this
out. Don’t forget that our ob-
servables are Hermitian and the
definition of the commutator.

2
√〈

Â2
〉 〈

B̂2
〉
≥
∣∣〈Ψ| [Â, B̂

]
|Ψ〉
∣∣ . (14.4)

Suppose that both
〈

Â
〉
= 0 and

〈
B̂
〉
= 0. Then the uncertainty of

∆A is just
√〈

Â2
〉

and the same for B̂. If this is the case, then we get Quantum Mechanic’s Toolbox:

Generalized Uncertainty
Relationshipper This tool is
used to find the uncertainty
relationship between two opera-
tors.

∆A∆B ≥ 1
2

∣∣〈Ψ| [Â, B̂
]
|Ψ〉
∣∣ . (14.5)

This is a general statement of how to consider the combined measure-
ment uncertainties. If we try and measure both observables, there is a
chance that their uncertainties will be related following this relation-
ship. However, if the commutator is zero, then it may be possible to
measure both observables with arbitrary precision.

What if
〈

Â
〉
6= 0 and

〈
B̂
〉
6= 0? There is a quick trick that can will

still make this work. Define two “shifted” operators:

ÂS =Â−
〈

Â
〉

(14.6a)

B̂S =B̂−
〈

B̂
〉

. (14.6b)

We now plug these into the general uncertainty statement and find
that Eq. (14.4) can again be simplified to Eq. (14.5).

Active Reading 14.3: Plug
these in and make sure it all
works out.

Example 14.1 What is the relationship between the measurement
uncertainties of Ŝz and Ŝx for a single spin initially in the +y-
orientation?
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Model: We want to know if we can measure both SGẑ and SGx̂
like in Exercise 8.3. So we model these as observables and we’ll
look for the combined uncertainty.

Visualization: Our setup is the same as in Exercise 8.3:

Experiment #2:

Source SGẑ

SGx̂

Det. 1

Det. 2

Det. 3

Solution: We need to know the commutator between the two
observables. We saw in Example 13.2 that

[
Ŝz, Ŝx

]
= ih̄Ŝy. So in

this case if we have an input state |Ψ〉, the combined uncertainty
would be

∆Sz∆Sx ≥
1
2

∣∣ih̄ 〈Ψ| Ŝy |Ψ〉
∣∣ , (14.7)

which depends on the input state. For example if we input |Ψ〉 =
|i〉, then the expectation value is

〈i| Ŝy |i〉 =
h̄
2

(14.8)

and the combined uncertainty is

∆Sz∆Sx ≥
h̄2

4
. (14.9)

Assess: This agrees with the ideas of our Quantum Propositions
back in Section 5.3. We found that we couldn’t make precise
measurements on two different polarization state observables.
This is saying the same thing: we are limited in how much we can
know when we try and measure both Ŝz and Ŝx on our initial state
|u〉.

Exercise 14.1 What are the combined measurement uncertain-
ties of Ŝz and Ŝx for the x-direction, z-direction and the other
y-direction input states?
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Exercise 14.2 Given the Hamiltonian

Ĥ ⇒ E1

1 0 0
0 2 0
0 0 2

 (14.10)

and the observable

B̂⇒ b1

0 1 0
1 0 0
0 0 1

 , (14.11)

(a) What is the joint uncertainty ∆H∆B for the three input states:

|1〉 ⇒

1
0
0

 |2〉 ⇒
0

1
0

 and |3〉 ⇒

0
0
1

? (14.12)

(b) What is the joint uncertainty for the input state

|Ψ〉 ⇒ 1√
2

1
i
0

? (14.13)

14.3 Energy-Time Uncertainty Relationship

We have another tool we can use to build a better qualitative picture
of our quantum system, especially for quantum systems that change
with time. We described before how to evaluate the time evolution
of the expectation value of an observable in Eq. (13.3b) (ignoring any
explicit time dependence of the operator):

d
dt
〈

L̂
〉
=

i
h̄
〈[

Ĥ, L̂
]〉

. (14.14)

What happens if
[
Ĥ, L̂

]
6= 0? That means that

〈
L̂
〉

is changing with
time. We define a characteristic time scale over which that change
happens:

∆t ≡ ∆L∣∣d 〈L̂
〉

/dt
∣∣ (14.15)

where ∆L is the measurement uncertainty of the observable. This
means that it takes time ∆t for the observable to change enough
for us to be able to measure the change. We combine this with the
fact that the Hamiltonian operator measures the energy of a system,〈

Ĥ
〉
= E and ∆H = ∆E. Putting these both into Eq. (14.5), we get

∆E∆t ≥ h̄
2

. (14.16)
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So if we know either the time scale or the energy scale of the change,
Active Reading 14.4: Make
sure you follow all the skipped
steps here.we can find the other. This is something of an approximation, though,

because it is often hard to determine the scales of change for any
particular system. But as a rule of thumb, Eq. (14.16) works to give a
general scale.

Example 14.2 What is the approximate time scale for a system
that has a measured energy uncertainty of 3.5× 10−9 eV?

Model: We model the energy measurement as a quantum system
with ∆E = 3.5× 10−9 eV. We are interested in the time scale of
whatever observable caused this change.

Visualization: The uncertainty in energy could look something
like this (Figure 14.1)

t

E

∆t

∆E

Figure 14.1:

Solution: The time scale is approximately

∆t ∼ h̄
2∆E

∼ 94 nanoseconds. (14.17)

Assess: The time scale is reasonable for atomic systems. In terms
of a frequency scale, if we look at ∆E = h∆ f , we find that ∆ f ≈
850 kHz, which is typical for atomic systems. That gives us a feel
for the energy uncertainties of this type of system.

Exercise 14.3

(a) The half-life of 14C is about 5730 years. Estimate the uncer-
tainty in the energy of 14C. Express your answer in eV.

(b) The lifetime of the hydrogen 2p excited state, which decays
into the 1s ground state, is about 1.6× 10−9 s. Determine the
uncertainty in the energy of the 2p state. Express your answer
in eV.
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Exercise 14.4 Suppose you are given a beam of spin-1/2 atoms
prepared in the state

|Ψ〉 = 1
2
|u〉+ i

√
3

2
|d〉 . (14.18)

(a) If you measure Ŝx, find the average and uncertainty of the
results.

(b) If you measure Ŝy, find the average and uncertainty of the
results.

(c) Show that your answers to the previous parts are consistent
with the generalized uncertainty principle, Eq. (14.5).



15 Multiple Quantum Systems

We’ve talked about how to describe a single system with multi-
ple observables, creating a CSCO. What if, instead, we want to de-
scribe multiple quantum systems? We consider a system of two
non-interacting spins. This system is interesting because it will let us
probe one of the most interesting elements of the quantum model:
entanglement. So we’ll start here and build a model to describe this
system.

15.1 Tensor Products
We’re following Susskind here

We introduce our two quantum systems which we traditionally
name “Alice” and “Bob”. We’ll start with a classical version of the
combined system and then move to the quantum version. Let’s say
Alice has a coin with possible states heads, |H〉, and tails, |T〉. Bob
has a six-sided die with states |1〉 . . . |6〉. The combined state is a
tensor product of the two individual states which we denote as

SAB = SA ⊗ SB.︸ ︷︷ ︸
Space of all

possible combinations

(15.1)

In this particular case, we have 12 possible combinations, so our
space SAB has twelve states. We can write each state in a number of
different ways. Technically we should write them as |H〉 ⊗ |3〉 but
that gets old after awhile. We could write them as |H〉 |3〉, but it is
even easier to write the combined state as |H3〉. The trick to keeping
this notation straight is that we have to keep the ordering consistent
throughout. We will always write the states as |Alice Bob〉.

When we take the inner product of two different states in this
combined system, we only have states from the same sub-system act
on each other. This means that

(〈H| ⊗ 〈3|) (|T〉 ⊗ |4〉) = 〈H|T〉 ⊗ 〈3|4〉 . (15.2)

Now we can describe the combined system with states like
αH3 |H3〉+ αT6 |T6〉. Each one of the twelve possible combinations in
SAB is a single state of our system.
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15.2 Quantum States

Ok, let’s do this now with quantum systems. We will again call our
two polarization states “Alice” and “Bob” and write them as |ab〉,
keeping the ordering straight. The states are orthonormal such that Active Reading 15.1: Work

this out using the expanded
tensor product notation.

〈
ab|a′b′

〉
= δaa′δbb′ . (15.3)

We also define the expectation value of an operator M̂ acting in
this space. The operator could conceivably act on any one of the
substates, so we have

〈ab| M̂
∣∣a′b′〉 = Ma′b′ab (15.4)

where the rows of the matrix are labeled as a′b′ and the columns as
ab.

We can expand an arbitrary quantum state in terms of this com-
bined set of basis states:

|Ψ〉 = ∑
ab

αab |ab〉 (15.5)

with combined coefficients αab of both a and b together.

Orthonormal Basis De-
composer

What if Alice and Bob each have their own measurement system?
In that case, the operators might not be combined, but might only
act on one or the other states. For example, if we are talking about
polarization states, Alice could measure her state which we model as
the operators σ̂1, σ̂2, and σ̂3. Bob could do the same thing, but we’ll
model his measurements as the operators τ̂1, τ̂2, and τ̂3 to keep them
different from Alice’s measurements. We will work in the V − H-basis
for both Alice and Bob, just to keep things easy. In this basis, there
are four possible states: Remember we’ve written these

as |Alice Bob〉.
|VV〉 , |VH〉 , |HV〉 , and |HH〉 . (15.6)

When only one person’s operator acts on one of these combined
states, we leave the other state alone — it just goes along for the ride.
So our notation is like this: We should technically write

this as σ̂3 ⊗ 1̂. Then we use the
pattern (Â ⊗ B̂)(|a〉 ⊗ |b〉) =

Â |a〉 ⊗ B̂ |b〉.
σ̂3 |VV〉 = (σ̂3 |V〉)⊗ |V〉 = +1 |VV〉 (15.7a)

τ̂3 |VV〉 = |V〉 ⊗ (τ̂3 |V〉) = +1 |VV〉 . (15.7b)

15.3 Product States

One type of combined system could be a product state which is com-
posed of two states, joined together. For example, Alice could have
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a state αV |V〉+ αH |H〉 and Bob could have a state βV |V〉+ βH |H〉.
The product state is just the tensor product of these two states:

|Ψ〉prod = (αV |V〉+ αH |H〉)⊗ (βV |V〉+ βH |H〉) (15.8a)

=αV βV |VV〉+ αH βV |HV〉+ αV βH |VH〉+ αH βH |HH〉 .
(15.8b)

As you can see, there are four possible states and we need four coef-
ficients to describe the product state. It may look like there are more
because all four are complex numbers, but there are two normal-
ization conditions plus two unimportant phases, so the number of
parameters really is four.

Example 15.1 Alice and Bob have prepared the initial polariza-
tion state

|Ψ〉 = i
2
√

3
|VV〉+ 1

2
|VH〉 −

√
1
6
|HV〉+ i√

2
|HH〉 (15.9)

Is this a product state? Is it normalized? If Alice and Bob each
measure their ElMaWs using a PBS and no waveplates, what
would each of them measure on average for many identically
prepared states?

Model: We model both Alice’s and Bob’s ElMaWs as quantum
states. We need to know what each of them have individually
to find their average measurements. We’ll model the polariza-
tion measurement as the σ̂3 and τ̂3 operators for Alice and Bob,
respectively.

Visualization: This is a combined system with two separate mea-
surements. We model the polarization measurements in an ab-
stract way like we’ve done with spin measurements.

Sources

σ̂3Alice

τ̂3Bob

Solution: We need to know if the state can be written as the prod-
uct of two individual spin states. It factors as

1
6

(
i
√

3 |V〉+ 3 |H〉
)
⊗
(
|V〉+ i

√
2 |H〉

)
. (15.10)

We need both states to be normalized, so that 1/6 in front needs to
be split into

Active Reading 15.2: You try
this. Maybe use your C.A.S.
and a Factor function.
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(
i
2
|V〉+

√
3

2
|H〉

)
⊗
(

1√
3
|V〉+ i

√
2
3
|H〉

)
. (15.11)

That is a product state that is normalized. Alice measures an
average of −1/2 and Bob measures and average of −1/3. Expectation Evaluator

Assess: Both Alice and Bob have a mostly |H〉 state, so we
expect the averages to be negative. That makes sense.

Exercise 15.1 Alice and Bob have prepared the initial atomic spin
state

|Ψ〉 = 4i
3
√

5
|uu〉 − 2

3
|ud〉+ 2

3
√

5
|du〉+ i

3
|dd〉 (15.12)

Is this a product state? Is it normalized? If Alice and Bob each
measure their spins using a magnetic field gradient pointed in
the z-direction, what would each of them measure on average for
many identically prepared atoms?

15.4 Entangled States

Since we have the freedom to choose four parameters to describe the
general quantum state of two combined ElMaWs, what if we choose
the parameters to give us the following combined state: This state can be produced

using a technique called para-
metric downconversion. A laser is
directed into a nonlinear crystal
that responds by producing the
entangled state of two quantum
ElMaWs.

|Ψs〉 =
1√
2
(|VH〉 − |HV〉)? (15.13)

The first thing we notice is that this state can’t be factored into two
separate product states. That makes it an entangled state. There are
an infinite number of possibilities for entangled states, but a few of
them are particularly interesting and this is one of those. We call this
state a singlet entangled state. Let’s look at the properties of this state.
First, what do Alice’s and Bob’s measure if they average a number of
polarization measurements?

Example 15.2 What are the average measurements of σ̂1, σ̂2, and
σ̂3 for the singlet state?

|Ψs〉 =
1√
2
(|VH〉 − |HV〉) (15.14)

Model: Even though this entangle state can’t be written as two
product states, that doen’t mean that the ElMaWs are connected.
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Alice and Bob still each have their own waves and can make
their measurements. So we model their ElMaWs as separate with
separate measurements. We model the polarization measurement
as a linear operator in the V − H basis and look at Alice’s averages.

Visualization: Alice measures her half of the combined state. We
assume Bob can measure his, too.

Source

σ̂3Alice

τ̂3Bob

Solution: We need to know how the polarization measurement
operators act on the different input polarization states. Looking at
Alice’s states alone we’ve got

Active Reading 15.3: Use the
matrix representation to check
these.

σ̂1 |V〉 = |H〉 σ̂1 |H〉 = |V〉 (15.15a)

σ̂2 |V〉 = i |H〉 σ̂2 |H〉 = −i |V〉 (15.15b)

σ̂3 |V〉 = |V〉 σ̂3 |H〉 = − |H〉. (15.15c)

So if we let Bob’s state go along for the ride, we get

σ̂1 |VH〉 = |HH〉 σ̂1 |HV〉 = |VV〉 (15.16a)

σ̂2 |VH〉 = i |HH〉 σ̂2 |HV〉 = −i |VV〉 (15.16b)

σ̂3 |VH〉 = |VH〉 σ̂3 |HV〉 = − |HV〉. (15.16c)

So we get

Active Reading 15.4: Check
these, too, to make sure you can
do them all yourself.

〈Ψs| σ̂1 |Ψs〉 =0 (15.17a)

〈Ψs| σ̂2 |Ψs〉 =0 (15.17b)

〈Ψs| σ̂3 |Ψs〉 =0 (15.17c)

Assess: This would be the same result if we measured Bob’s
polarizations, too. This is interesting because it means that the “po-
larization” of the singlet state doesn’t “point” along any direction
at all. We would expect that one or more of these would be zero.
In fact we expect that

〈σ̂1〉2 + 〈σ̂2〉2 + 〈σ̂3〉2 = 1 (15.18)

which obviously isn’t the case for our entangled state.
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Exercise 15.2 What are the average measurements of Ŝx, Ŝy, and
Ŝz for the input spin state (in the z basis)

|ΨT0〉 =
1√
2
(|ud〉+ |du〉)? (15.19)

15.5 Correlations

Early on we looked at the idea of correlations (See Section 4.1). We
return to that idea and look at the correlations between Alice’s and
Bob’s states. Before doing this with the quantum states, let’s look at a
classical version.

Classical Correlations

We are going to enlist a third person, Charlie, who will has two coins:
one of them red and one blue. Each red coin has a “+1” labeled on it
and each blue coin has a “−1”.

+1 −1

Charlie mixes up the coins and then hands one to Alice and one
to Bob. Nobody looks at the coins at this point. Alice then gets on a
ship and travels across the galaxy. When she gets to the other side
she looks at her coin. She immediately knows which color coin Bob
has, even though he is on the other side of the galaxy. Of course
relativity hasn’t been violated here — Alice’s knowledge has not
transmitted any information. If she were to try and tell Bob what
color coin he has before he looks at it, she would have to send a
classical signal at the speed of light.

We now repeat this experiment many times with many Alice and
Bob pairs. Over time each of them average out their measurements.
Alice’s average measurement (which we’ll call σA) (assuming that
Charlie is randomly handing out coins) is 〈σA〉 = 0 as is Bob’s
(〈σB〉 = 0). However, what if we measure the product of their mea-
surements? Every time Alice measures a red coin, she knows Bob
measures a blue, and vice-versa. So the average of the product is
always

〈σAσB〉 = −1. (15.20)

The definition of a statistical covariance is Note the similarity to the
second-order correlation from
Section 4.1. This is a related
measure.

cov(A, B) = 〈σAσB〉 − 〈σA〉 〈σB〉 . (15.21)

If this is zero the measurements are uncorrelated. Our situation has
a covariance of −1, so the two states are correlated. The correlation
comes from the fact that Charlie set up the correlation to begin with,
so it isn’t too surprising.
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Quantum Correlation

We can do the same thing with our combined quantum system.
Alice and Bob each need to measure their states independently. We
also need to have them get together afterwards and compare their
measurements to calculate the covariance. To do this, we need a
combined operator σ̂3τ̂3. The way this combined operator works is
that Alice’s operator σ̂3 only acts on her state and Bob’s operator
τ̂3 only acts on his. The formal notation for this (which we’ve seen
before) is (

Â⊗ B̂
)
(|a〉 ⊗ |b〉) = Â |a〉 ⊗ B̂ |b〉 . (15.22)

We’ll come back to this idea in a little bit and use it to look at an-

For example σ̂3τ̂3 |VV〉 = |VV〉
and σ̂3τ̂3 |VH〉 = − |VH〉.

other test for entanglement.

Example 15.3 What is the covariance of Alice’s and Bob’s mea-
surements of the following two polarization states if both Alice
and Bob measure for V − H polarization?

|Ψs〉 =
1√
2
(|VH〉 − |HV〉) (15.23a)

|Ψ2〉 =
1√
2
(|VH〉 − |VV〉) (15.23b)

Model: We model Alice’s measurement as the operator σ̂3 and
Bob’s as τ̂3.

Visualization: Alice measures her half of the combined state and
Bob measure’s his.

Source

σ̂3Alice

τ̂3Bob

Solution: We already know that 〈Ψs| σ̂3 |Ψs〉 = 0 and 〈Ψs| τ̂3 |Ψs〉 =
0. We need to find the averages for the other state, though. They
are

Active Reading 15.5: Lots to
work through here. Make sure
you get the same answers!

〈Ψ2| σ̂3 |Ψ2〉 =1 (15.24a)

〈Ψ2| τ̂3 |Ψ2〉 =0. (15.24b)

We also need the combined operator average. It is

〈Ψs| σ̂3τ̂3 |Ψs〉 =− 1 (15.25a)

〈Ψ2| σ̂3τ̂3 |Ψ2〉 =0. (15.25b)
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So we have

cov for |Ψs〉 →− 1 + 0 · 0 = −1 (15.26a)

cov for |Ψ2〉 →0 + 0 · 1 = 0. (15.26b)

Assess: The singlet state |Ψs〉 is an entangled state and has a
non-zero covariance. That means that Alice’s and Bob’s measure-
ments are correlated. The other state, |Ψ2〉, however, is a product
state. Its covariance is zero and is uncorrelated.

This is the first test for entan-
glement. If the covariance is
nonzero than the state has some
degree of entanglement.

Exercise 15.3 What is the covariance (measured in the z-direction)
if Charlie prepares two atomic spins in the following states and
gives them to Alice and Bob to measure:

|ΨT0〉 =
1√
2
(|ud〉+ |du〉)? (15.27)

Exercise 15.4 What are the covariances in the other two directions
(x and y) for the same state?

|ΨT0〉 =
1√
2
(|ud〉+ |du〉) (15.28)



16 Composite Operators

Our use of composite operators was a little bit clunky - it would be
nice to have a new set of tools that lets us generalize the types of
measurements and interactions we can do on our composite states.
We are going to work in a matrix representation in order to make
these new tools.

In creating our combined states we defined the matrix elements of
our operators as

〈ab| M̂
∣∣a′b′〉 = Ma′b′ab (16.1)

where the rows of the matrix are label as a′b′ and the columns as ab.
Working with the polarization states and their matrix representation,
we’ll try building a matrix representation for Alice’s σ̂3 operator
where Bob does nothing (which is the 1̂ operator) using the V − H
basis. We’ll combine our two states and represent them as So in this basis

|VV〉 ⇒


1
0
0
0

 , |VH〉 ⇒


0
1
0
0

 ,

(16.2a)

|HV〉 ⇒


0
0
1
0

 , |HH〉 ⇒


0
0
0
1

 .

(16.2b)

|AB〉 = |A〉 ⊗ |B〉 ⇒
(

a11

a12

)
⊗
(

b11

b12

)
=


a11b11

a11b12

a21b11

a21b21

 . (16.3)

In tensor product notation, we want Â⊗ B̂.

Â⊗ B̂⇒
 A11B̂ A12B̂

A21B̂ A22B̂

 =


A11B11 A11B12

A11B21 A11B22

A12B11 A12B12

A12B21 A12B22

A21B11 A21B12

A21B21 A21B22

A22B11 A22B12

A22B21 A22B22


(16.4)

So our specific case means that σ̂3 ⊗ 1̂ becomes Active Reading 16.1: Check
that this combined operator acts
on the four combined states the
way it should.σ̂3 ⊗ 1̂⇒


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 . (16.5)

This gives us the same result in the matrix representation as we
defined in Eq. (15.22).
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Exercise 16.1 Alice and Bob have two atomic spins and want to
make all the possible separate measurements on their systems.
What is the matrix representations for Ŝx ⊗ T̂y (where T̂y is Bob’s
model for his spin measurement)? How about the other combined
directions?

16.1 Math Interlude: Outer Products

We need a new mathematical tool now. We define the outer product of
two quantum states as

|Ψ〉〈Φ| . (16.6)

Note that the ordering as I’ve written it here is important. It is like a
bra-ket but backwards: it is a ket-bra. As such it is an operator. It acts
on quantum states and the output is another quantum state. We use
it like this:

|Ψ〉〈Φ| |A〉 = |Ψ〉 〈Φ|A〉 (16.7a)

〈B| |Ψ〉〈Φ| = 〈B|Ψ〉 〈Φ| . (16.7b)

A specific version of the outer product is known as the projection
operator which is just the same state in an outer product: |Ψ〉 〈Ψ|.
This has the property that it evaluates how much a different state
“lies along” the states |Ψ〉. So if we evaluate This is similar to the dot prod-

uct for 3-vectors.
|Ψ〉〈Ψ| |A〉 = |Ψ〉 〈Ψ|A〉 (16.8)

we get a new ket-vector that is similar to the projection operator. The
projection operator has a couple of useful properties:

• It is Hermitian: (|Ψ〉〈Ψ|)† = |Ψ〉〈Ψ|.

• |Ψ〉 is an eigenvector with eigenvalue of 1: (|Ψ〉〈Ψ|) |Ψ〉 = |Ψ〉.

• If 〈Ψ|Φ〉 = 0 then |Φ〉 is an eigenvector with eigenvalue of 0.

• The projection operator squared is itself: (|Ψ〉〈Ψ|)2 = |Ψ〉〈Ψ|

Example 16.1 A single atom spin is prepared in the state

|Ψ〉 = 1
2
|u〉+ i

√
3

2
|d〉 . (16.9)

Show that the properties of the projection operator work for this
state.

Model: We’re working in the z-basis for a single atom spin. We
need to work through all the properties.
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Visualization: Here’s looking at you, kid.

Solution: The projection operator, written out, is

|Ψ〉〈Ψ| = 1
4
|u〉〈u| − i

√
3

4
(|u〉〈d| − |d〉〈u|) + 3

4
|d〉〈d| . (16.10)

When we take the Hermitian conjugate, we flip the order of the
vectors and take the complex conjugate. That gives us

Active Reading 16.2: Work
through all of these, filling in
the steps.

|Ψ〉〈Ψ|† = 1
4
|u〉〈u|+ i

√
3

4
(|d〉〈u| − |u〉〈d|) + 3

4
|d〉〈d| , (16.11)

which is the same thing. We test that |Ψ〉 is an eigenvector:

|Ψ〉〈Ψ| |Ψ〉 =
[

1
4
|u〉〈u|+ i

√
3

4
(|d〉〈u| − |u〉〈d|) + 3

4
|d〉〈d|

]
(

1
2
|u〉+ i

√
3

2
|d〉
)

(16.12a)

=
1
8
|u〉+ i

√
3

8
|d〉+ 3

8
|u〉+ 3i

√
3

8
|d〉 (16.12b)

= |Ψ〉 (16.12c)

That works. We’d need an orthogonal vector to test the next one.
The easiest to test is |Φ〉 = i

√
3/2 |u〉+ 1/2 |d〉. With this vector,

we find that |Ψ〉〈Ψ| |Φ〉 = 0 as expected. Finally, we check that
(|Ψ〉〈Ψ|)2 = |Ψ〉〈Ψ|:

(|Ψ〉〈Ψ|)2 =

[
1
4
|u〉〈u|+ i

√
3

4
(|d〉〈u| − |u〉〈d|) + 3

4
|d〉〈d|

]2

(16.13a)

=
1

16
|u〉〈u|+ i

√
3

16
|d〉〈u|+ 3

16
|u〉〈u|+ i3

√
3

16
|d〉〈u|

− i
√

3
16
|u〉〈d|+ 3

16
|d〉〈d| − i3

√
3

16
|u〉〈d|+ 9

16
|d〉〈d|

(16.13b)

= |Ψ〉〈Ψ| . (16.13c)

Assess: Everything worked out as it should.

Exercise 16.2 We prepare a polarization state as

|Ψ〉 = i

√
3
5
|DR〉+

√
2
5
|DL〉 . (16.14)

Show that the properties of the projection operator work for this
state.
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16.2 The Trace

The trace is one more new tool that we need, especially moving
forward with building a description of entangled states. We define
the trace Tr as the sum of the diagonal entries in a square matrix.

Tr


1 5 0 0
5 2 7 −i
0 7 3 −4
0 i −4 4

 = 1 + 2 + 3 + 4 = 10. (16.15)

Since we can write an operator in terms of its matrix elements in the
|j〉 basis, we define the trace of an operator as

TrL̂ = ∑
j
〈j| L̂ |j〉 , (16.16)

where we sum up all the diagonal elements. We saw previously that
the diagonal elements of a Hermitian operator were its eigenvalues,
so the trace of a Hermitian operator is just the sum of its eigenvalues.
And, since the projection operator is Hermitian (with one non-zero
eigenvalue), that means that

Tr |Ψ〉〈Ψ| = 1. (16.17)

And if we add up all of the projection operators in the |j〉 basis we
get We’ve seen this before as the

Completeness Spanner.∑
j
|j〉〈j| = 1̂. (16.18)

Finally, we now write the average measurement of an operator in
terms of the trace and the projection operator:

Completeness Spanner
〈Ψ| L̂ |Ψ〉 =∑

j
〈Ψ| L̂ (|j〉〈j|) |Ψ〉 (16.19a)

=∑
j
〈j|Ψ〉 〈Ψ| L̂ |j〉 (16.19b)

=∑
j
〈j|
[
|Ψ〉〈Ψ| L̂

]
|j〉 (16.19c)

=Tr |Ψ〉〈Ψ| L̂. (16.19d)

So if we have both the operator of interest and the projection oper-

This is a new version of
Expectation Evaluator.

ator in a matrix representation, finding the average measurement
of the operator is a matter of doing the matrix multiplication, then
taking the trace.

Example 16.2 What is the projection operator for the spin state
|u〉 in the matrix notation? What is

〈
Ŝy
〉
?
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Model: We’re modeling a single atomic spin here and we’ll be
using the z-basis to write it using matrix notation.

Visualization: Did you see that?!?!

Solution: The state is

|u〉 ⇒
(

1
0

)
(16.20)

in matrix notation. So the outer product becomes

Multiplying two row vectors
this direction gives us(

a1
a2

)(
b∗1 b∗2

)
=

(
a1b∗1 a1b∗2
a2b∗1 a2b∗2

)
(16.21)

|u〉〈u| ⇒
(

1
0

)(
1 0

)
=

(
1 0
0 0

)
(16.22)

Now to find the average. In the z-basis we have

Ŝy ⇒
h̄
2

(
0 −i
i 0

)
. (16.23)

So we need

Active Reading 16.3: Review
matrix multiplication and write
it out explicitly.

Tr |u〉〈u| Ŝy ⇒Tr

(
1 0
0 0

)
h̄
2

(
0 −i
i 0

)
(16.24a)

=
h̄
2

Tr

(
0 −i
0 0

)
(16.24b)

=
h̄
2
(0 + 0) = 0. (16.24c)

Assess: This looks good - the projection matrix is a Hermitian
matrix that will satisfy all of the requirements. The average is what
we expect.

Exercise 16.3 What is the projection operator for the polarization
state |CR〉 in matrix notation in the V − H basis?

Exercise 16.4 Using the formula in Eq. (16.19d), what is 〈CR| σ̂2 |CR〉?



17 The Density Matrix

Up to this point we’ve concentrated on quantum states where we
have full knowledge of the input quantum state and everything
that happens to the state until we measure it. However, that model
doesn’t provide us with tools for dealing with real-world situations
where we might not have complete control over everything. We now

This is a similar situation to
classical mechanics, kinematics,
and friction: we start by mod-
eling everything as frictionless,
then add in a friction model to
make it a better model.

build a model that will let us describe that kind of situation.
Going back to Alice, Bob, and Charlie: say Charlie gives us a state,

but he doesn’t tell us what he’s done? Or what if he gives us a state
like this:

|Ψ〉 = α |A〉+ βeiθ |B〉 (17.1)

but the phase θ gets scrambled? The loss of phase information is
called decoherence and we’ll come back to it in just a bit. What can

This happens all the time in
the lab with atomic spin states
when there are uncontrolled
fluctuations in the magnetic
field.

we still say about the system? Using this new model, there are still
predictions we can make even if we have lost information about the
entire quantum state.

17.1 Density Matrix

Suppose Charlie gives Alice an atomic spin mixed state that may be
in state |Φ〉 with a 50% probability or it may be in state |Ψ〉 with 50%
probability. We can’t write the state as a pure state: |Ψ〉 = 1/

√
2(|Ψ〉+

|Φ〉) because that model means that we know the phase relationship
between the two states. In this model, we don’t know what that
phase is, so we can’t write it as a pure state. However, Alice knows
that if the state Charlie gave her was actually |Ψ〉, then the average
measurement of her operator L̂ would be:〈

L̂Ψ
〉
= Tr |Ψ〉〈Ψ| L̂ (17.2)

and if she were given the state |Φ〉, the average would be〈
L̂Φ
〉
= Tr |Φ〉〈Φ| L̂. (17.3)

Since each of these possible averages each have a 50% chance of
happening, the overall average of the state that Charlie gave her is



a quantum mechanic’s guide 104

just 〈
L̂
〉
=

1
2
(
Tr |Ψ〉〈Ψ| L̂

)
+

1
2
(
Tr |Φ〉〈Φ| L̂

)
, (17.4)

where the weight factors wn = 1/2 tell us what the probabilities are Since the probabilities add up
to 1, we know that

∑
n

wn = 1. (17.5)

of getting each separate result. We now define the density operator
to simplify writing this notation. If we have a collection of possible
states |Ψn〉 that our state could be in, each with weight wn, then the
density operator is

ρ̂ ≡∑
n

wn |Ψn〉〈Ψn| . (17.6)

Now the average measurement of Charlie’s mixed state is
Conventionally the density
operator is written as ρ̂. Don’t
confuse it with the polar co-
ordinate 3-vector radial unit
vector.

〈
L̂
〉
= Tr(ρ̂L̂). (17.7)

This notation has packaged everything that Alice knows about Char-
lie’s state in one neat form. All of our quantum mechanics models
and tools can be reformulated in terms of the density matrix. We The density operator is often

called the density matrix. We
mean the same thing.

won’t do that here because we won’t be using those tools, but the
Schrödinger equation, time evolution, and everything else can all be
re-written using the density matrix.

Example 17.1 Charlie gives us an atomic spin state that is either
|d〉 with 30% probability or is |o〉 with 70% probability. What is
our density matrix and the average measurement of the spin in the
z-direction?

Model: We’ll use the matrix representation for our states, working
in the z basis. In this basis we represent the two possible states as

|d〉 ⇒
(

0
1

)
|o〉 ⇒

( 1√
2
−i√

2

)
. (17.8)

We also need to model our measurement as an operator in this
basis. It is

Ŝz ⇒
h̄
2

(
1 0
0 −1

)
. (17.9)

Visualization: Our setup is simple: we’re given a state and mea-
sure it.

Source Ŝz

Solution: We need the density operator in our matrix notation. We
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know the weights, but we need the outer products:

|d〉〈d| ⇒
(

0
1

)(
0 1

)
=

(
0 0
0 1

)
(17.10a)

|o〉〈o| ⇒
( 1√

2
−i√

2

)(
1√
2

i√
2

)
=

(
1
2

i
2

−i
2

1
2

)
(17.10b)

So our density operator is

ρ̂ = ∑
n

wn |Ψn〉〈Ψn| ⇒ 0.3

(
0 0
0 1

)
+ 0.7

(
1
2

i
2

−i
2

1
2

)
. (17.11)

The average measurement of the spin in the z-direction is

Active Reading 17.1: Work
through all the matrix multi-
plications and additions. Make
sure you understand how to
use the trace.〈

Ŝz
〉
= Tr(ρ̂L̂)⇒Tr

[
0.3

(
0 0
0 1

)
+ 0.7

(
1
2

i
2

−i
2

1
2

)]
h̄
2

(
1 0
0 −1

)
(17.12a)

=
h̄
2

Tr

[
0.3

(
0 0
0 −1

)
+ 0.7

(
1
2

−i
2

−i
2

−1
2

)]
(17.12b)

=
h̄
2

Tr

(
0.35 −0.35i
−0.35i −.65

)
(17.12c)

=
h̄
2
(.35− .65) = −.15h̄. (17.12d)

Assess: If Charlie had given us 100% |o〉, the average would
have been 0. So the fact that he gave us a bit of |d〉 makes the
average slightly negative. That makes sense.

Exercise 17.1 You are given an atomic spin state

|Ψ〉 = i√
3
|r〉+

√
2
3
|`〉 . (17.13)

(a) What is the density operator for this state in matrix notation?

(b) Use the density matrix to calculate the average measurement
of the spin in the x-direction.

Exercise 17.2 You are given an ElMaW polarization state that is
either |DR〉 with 10% probability, |CL〉 with 50% probability, or |V〉
with 40% probability.

(a) What is the density operator for this state in matrix notation?

(b) Use the density matrix to calculate the average measurement
of the polarization in the DR − DL basis.
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17.2 Pure States vs Mixed States

The density operator has properties similar to our projection opera-
tor.

• It is Hermitian.

• The trace of the density matrix is 1: Tr(ρ̂) = 1. This is a statement
about the state normalization.

• The eigenvalues of the density operator are all positive and are
between 0 and 1.

• If the density operator is composed of just a single pure state:
ρ̂ = |Ψ〉〈Ψ|, then ρ̂2 = ρ̂. But in general this may not be the case.

This last, special case, where the density operator is composed of a
single pure state gives us more insight into the components of the
density matrix. Let’s write the pure state expanded in terms of some
basis:

|Ψ〉 = α |A〉+ β |B〉 , (17.14)

where α and β are complex numbers, like usual. The density matrix
is then

ρ̂ = |Ψ〉〈Ψ| = |α|2 |A〉〈A|+ αβ∗ |A〉〈B|+ α∗β |B〉〈A|+ |β|2 |B〉〈B| .
(17.15)

Writing this in matrix notation gives us We model

|A〉 ⇒
(

1
0

)
and |B〉 ⇒

(
0
1

)
.

(17.16)

ρ̂⇒
 |α|2 αβ∗

α∗β |β|2

 . (17.17)

The diagonal elements of the density matrix are called the populations.
They add up to 1 and describe the measurement probabilities. The
off-diagonal terms are called the coherences. Note that they contain all
the phase information due to the complex conjugation.

We can expand Eq. (17.7) in terms of a specific basis. We define the
matrix elements of the density operator as

ρaa′ = 〈a| (|Ψ〉〈Ψ|)
∣∣a′〉 . (17.18)

Now the operator average is (using Eq. (16.16)

Using Completeness Span-
ner

〈
L̂
〉
=Tr(ρ̂L̂) (17.19a)

=∑
a
〈a| ρ̂L̂ |a〉 (17.19b)

=∑
aa′
〈a| ρ̂

∣∣a′〉 〈a′
∣∣ L̂ |a〉 (17.19c)

=∑
aa′

ρaa′La′a. (17.19d)
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Note that the indices of the operator matrix are reversed from the
density matrix. That means that we need to flip the operator matrix
before pulling out the matrix elements.

Density operator after measurement

Way back when we first built our quantum state model, we modeled
measurement as a system that returns an eigenvalue of the measure-
ment system, which we modeled as an operator. The measurement
outcomes are probabilistic and we calculate the probability of getting
each eigenstate. The situation with the density operator is similar.
The probability of measuring eigenstate |λ〉 is

P(|λ〉) = Tr [|λ〉〈λ| ρ̂(t)] . (17.20)

Using the definition of the density matrix, Eq. (17.6), we write this in

We’ve written the density op-
erator as a function of time
because the states that make it
up could evolve in time.

terms of the components of the states in the eigenvector basis

P(|λ〉) = ∑
n

wn |αnλ|2 (17.21)

where αnλ = 〈Ψn|λ〉. The density operator after measurement

Active Reading 17.2: Make
sure you get here from the
starting definitions.

becomes the measured eigenstate ρ̂after = |λ〉〈λ|.

Exercise 17.3 Charlie gives you the following atomic spin state
(in matrix notation in the x-basis). Is this state a pure state? If so,
what is the state?

ρ̂⇒
(

1
25

2i
√

6
25

−2i
√

6
25

24
25

)
(17.22)

17.3 Decoherence

We return to modeling the de-phasing realities of experiments. We
started with a pure state written in terms of eigenvectors of the
system.

|Ψ〉 = a |A〉+ beiθ |B〉 , (17.23)

where we’ve written the phase different between the two eigenvectors
explicitly and a and b are real numbers. The density operator in

Active Reading 17.3: Check
that any state can be written
this way up to an overall phase
factor.matrix notation is

ρ̂⇒
(

a2 abe−iθ

abeiθ b2

)
. (17.24)

Now we average this density operator over all possible angles θ, since Active Reading 17.4: Do the
integral

∫ 2π
0 eiθdθ on your own.
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the phase is randomly fluctuating and we don’t know what it is. That
means we need

〈ρ̂〉 = 1
2π

∫ 2π

0
ρ̂dθ ⇒ 1

2π

∫ 2π

0

(
a2 abe−iθ

abeiθ b2

)
dθ =

(
a2 0
0 b2

)
.

(17.25)
So we see that the populations stayed the same - what we measure

Integrating a matrix means
you just integrate each element
separately

doesn’t change at all. But the coherences have all gone to zero and
the density operator is no longer the same as the projection operator
for the pure state that we started with.

What we have left after decoherence is a system that looks a lot
like a classical, probabilistic system. If we take this state and send
it through another quantum system (like trying to rotate the spins),
it no longer behaves like a quantum state. Effectively, decoherence
provides us a bridge from the behavior of a quantum system to the
behavior of a classical system.

17.4 Thermal States

We conclude our discussion of density operators by mentioning
one final important application. In quantum statistical mechanics,
a quantum system in thermal equilibrium with a large thermal
reservoir at temperature T is characterized by a density operator

ρ̂ =
e−Ĥ/kBT

Z
, (17.26)

where Ĥ is the system’s Hamiltonian, kB is Boltzmann’s constant, T is
measured in Kelvins, and Z is the partition function given by

Z = Tr
[
e−Ĥ/kBT

]
. (17.27)

To see that these results are reasonable, let’s find the components
of ρ in the energy basis

∣∣Ej
〉
, where

Ĥ
∣∣Ej
〉
= Ej

∣∣Ej
〉

. (17.28)

We expand the density operator in this basis and get We deal with the operator
in the exponential by series
expanding the exponential to
eÂ = 1 + Â + Â2/2! + . . .,
operate each one, then put it
back into the exponential form.

〈
Ej
∣∣ ρ̂ |Ek〉 =

1
Z
〈

Ej
∣∣ e−Ĥ/kBT |Ek〉 (17.29a)

=
e−Ek/kBT

Z
〈

Ej|Ek
〉

(17.29b)

=
e−Ek/kBT

Z
δjk, (17.29c)

where the denominator, in the same basis is Active Reading 17.5: Follow
the same procedure as before,
but only looking at the diagonal
elements.

Z = ∑
j

e−Ej/kBT . (17.30)
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Since the diagonal components of the density operator are the proba-
bilities of being in the diagonal state, we have from Eq. (17.29c) that
the probability of the system being in the state |Ej〉 with energy Ej is

P(|Ψ〉 =
∣∣Ej
〉
) =

e−Ej/kBT

Z
, (17.31)

which is the standard result.1 1 D. V. Schroeder, An Introduc-
tion to Thermal Physics (Addison
Wesley Longman, San Francisco,
2000).

Exercise 17.4 An atom with a quantum spin is placed in a uni-
form magnetic field ~B = Bẑ and is in a container at temperature
T.

(a) Find the density matrix in the z-basis for this atom.

(b) Find the probability of finding the atom in the state with
energy +h̄ω/2, where ω = γB.



18 Entanglement Tests

We return to entanglement and how we know if two systems are
entangled or in a product state. We already know the covariance test
from Section 15.5. There are other ways to test for entanglement.

18.1 Compound Density Operator

We can use the density operator to describe mixed states, product
states, and entangled states. We are interested in the differences
between the density operator for a product state and an entangled
state. We’ll start by describing the density operator for a compound
state like Eq. (15.5). The density operator for this pure state is

ρ̂ = ∑
ab,a′b′

αabα∗a′b′ |ab〉
〈

a′b′
∣∣ . (18.1)

Returning to Alice and Bob, what can Alice say about her part of the
combined state? Is there any way she can tell if the state is entangled
based on her part of the density matrix? We need to know if she
makes a measurement on her state, what will she get? We model this
measurement as a tensor product of Alice’s L̂ operator and Bob’s 1̂
operator. Acting together, the average measurement that Alice makes
on the combined state is〈

L̂
〉

Alice = Tr
[
ρ̂
(

L̂⊗ 1̂
)]

(18.2)

Using the definition of the trace, Eq. (16.16), we expand this in terms
Expectation Evaluator

of the combined basis states |ab〉. We find that〈
L̂
〉

Alice =∑
ab
〈ab| ρ̂(L̂⊗ 1̂) |ab〉 (18.3a)

= ∑
ab,a′b′

〈ab| ρ̂
∣∣a′b′〉 〈a′b′

∣∣ (L̂⊗ 1̂) |ab〉 . (18.3b)

If we expand out the tensor product and write it out in full form, we

Using Completeness Span-
ner

have 〈
a′b′
∣∣ (L̂⊗ 1̂) |ab〉 =

(〈
a′
∣∣⊗ 〈b′∣∣) (L̂⊗ 1̂) (|a〉 ⊗ |b〉) (18.4a)

=
(〈

a′
∣∣⊗ 〈b′∣∣) (L̂ |a〉 ⊗ |b〉

)
(18.4b)

=
〈

a′
∣∣ L̂ |a〉 ⊗

〈
b′|b
〉

. (18.4c)
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This is the same thing as the operator decomposed in Alice’s basis
〈a′| L̂ |a〉 = La′a and δb′b Going back to Eq. (18.3b), we can collapse the This is due to the fact that the

basis states |b〉 are orthonormal.b, b′ sum to 〈
L̂
〉

Alice = ∑
aa′

La′a ∑
b
〈ab| ρ̂

∣∣a′b〉 . (18.5)

It is helpful to simplify this one more step. Since the second sum
only depends on b, that means that we are reducing the density
matrix from the general form that includes information from both
Alice’s and Bob’s states to a condensed density matrix that sums over
Bob’s states. If the density matrix is composed of pure states, then we
use Eq. (18.1) to write these reduced density operator matrix elements as

ρaa′ = ∑
b

αabα∗a′b. (18.6)

When Alice goes to make her measurement, she reduces the density All of this applies symmetri-
cally to Bob. He does the same
thing, too, with his states.

matrix to her subset by summing over Bob’s states, then she finds the
average of her measurement using〈

L̂
〉

Alice = ∑
aa′

La′aρaa′ (18.7)

which is the same as Eq. (17.19d). We know know what Alice has
access to: what she measures is her reduced density operator. Once
we know its properties, we can determine whether the initial state
was entangled or not.

Product State Reduced Density Operator

Of course, this is a lot easier if Alice and Bob start with a product
state |A〉 ⊗ |B〉. In that case, the density operator is ρ̂ = |A〉〈A| ⊗
|B〉〈B|. When Alice goes to measure her state, we again use the tensor
product operator, but we can now simplifiy it easily using Eq. (15.22):

〈
L̂
〉

Alice =Tr
[
(|A〉〈A| ⊗ |B〉〈B|)(L̂⊗ 1̂)

]
(18.8a)

=Tr
[
|A〉〈A| L̂⊗ |B〉〈B|

]
(18.8b)

=Tr |A〉〈A| L̂⊗ Tr |B〉〈B| . (18.8c)

But, since the states are normalized, Tr |B〉〈B| = 1 So we get back the The sum of the populations
must add up to one.same definition of the measurement operator as before.

Alice is left with a reduced density operator of her pure state with
matrix elements ρaa′ = 〈a| (|A〉〈A|) |a′〉 . If the density operator is
composed of a pure state, it only has a single non-zero eigenvalue
with eigenvalue of 1. To see this, we look for eigenvalues of the
reduced density operator of the pure state:

Eigenvaluator
|A〉〈A| |λ〉 = λ |λ〉 . (18.9)
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We know that the vector states in Alice’s state space are all orthonor-
mal. So the only state vector in her space that is not orthogonal to the
state |A〉 is itself. In that case we have |λ〉 = |A〉 and the eigenvalue
is 1.

We now have a way to check to see if the density operator de-
scribes a product state: find the reduced density operator and look
for its eigenvalues. If there are more then one, then the initial state
was entangled. A maximally entangled state has a reduced density
matrix that is proportional to the unit matrix and all entries are equal
(and add to 1).

Example 18.1 Alice and Bob start with combined atomic spin
state

|Ψ〉 = 1√
3
|uu〉+ i

√
2
3
|du〉 . (18.10)

What does Alice expect to get if she measures the z-component of
her atom’s spin? Is her reduced density operator due to a product
state?

Model: We notice that this is a product state:

|Ψ〉 =
(

1√
3
|u〉+ i

√
2
3
|u〉
)
⊗ |u〉 . (18.11)

Working in the z-basis, we model Alice’s measurement as the
operator Ŝz. We’ll use matrix notation.

Visualization: This is a very similar picture as what we’ve seen
before where Alice is free to measure her piece of the combined
state

Charlie

ŜzAlice

??Bob

Solution: The average measurement is then

Active Reading 18.1: Work
through all the matrix multipli-
cation here.

〈
Ŝz
〉
⇒Tr

(
1
3

−i
√

2
3

i
√

2
3

2
3

)
h̄
2

(
1 0
0 −1

)
(18.12a)

=
h̄
2

Tr

(
1
3

i
√

2
3

i
√

2
3 − 2

3

)
(18.12b)

= − h̄
6

. (18.12c)



a quantum mechanic’s guide 113

We will also use the other method, just in case we hadn’t re-
alized that this was a product state. We first need the reduced
density operator. We have the following coefficients:

αuu =
1√
3

αdu = i

√
2
3

. (18.13)

The reduced density matrix, Eq. (18.6) has four terms in it:

ρuu =αuuα∗uu + αudα∗ud =
1
3

(18.14a)

ρud =αuuα∗du + αudα∗dd = −i
√

2
3

(18.14b)

ρdu =αduα∗uu + αddα∗ud = i
√

2
3

(18.14c)

ρdd =αduα∗du + αddα∗dd =
2
3

. (18.14d)

Now we use Eq. (17.19d) and add up the product of the compo-
nents:

There are only two non-zero
components in Ŝz: the uu and
the dd components.〈

Ŝz
〉
=

h̄
2
(ρuu − ρdd) = −

h̄
6

(18.15)

Finally we check her reduced density operator: it has only one
eigenvalue of 1, which is what we expect.

Assess: We got the same answer both ways. Good.

Exercise 18.1 Alice and Bob start with combined ElMaW polariza-
tion state

|Ψ〉 = 1√
2
(|VV〉+ |HH〉) . (18.16)

What does Bob expect to get if he measures the average of the
V − H polarization of his component of the state?

Decoherence and Measurement

We previously described the process of decoherence where we lose
phase information and thus the coherences of the density matrix go
to zero. We now look at what happens to Alice’s density matrix if
Bob makes a measurement on his piece of the combined state. We’ll
start with the case where the combined state is a product state. In
this case the reduced density matrix Eq. (18.6) becomes

ρaa′ =∑
b
〈ab| (|A〉〈A| ⊗ |B〉〈B|)

∣∣a′b〉 (18.17a)

= 〈a| (|A〉〈A|)
∣∣a′〉⊗∑

b
〈b| |B〉〈B| |b〉 (18.17b)

= 〈a| (|A〉〈A|)
∣∣a′〉 , (18.17c)
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which means that the reduced density operator is just the density
operator composed of Alice’s states: ρ̂Alice = |A〉〈A|.

Now what if the initial state was a pure state, but it wasn’t a
product state? Then what happens? Again we have

ρaa′ = 〈a| ρ̂
∣∣a′〉 = ∑

b
αabα∗a′b . (18.18)

So to write the density operator that gives rise to these matrix ele-
ments, we have the reduced density operator

ρ̂Alice = ∑
jj′ ,b

αjbα∗j′b |j〉
〈

j′
∣∣ . (18.19)

So what started out as a pure state has now become a mixed state.

Active Reading 18.2: Check
to make sure that this gives the
proper density matrix elements.

Alice has lost the phase information of the original state and is
reduced to measuring probabilities. This means that measuring one
piece of an entangled state has the same effect as losing coherence.

Example 18.2 Alice and Bob start with the entangled singlet state
of atomic spins. Bob measures his state, but doesn’t tell Alice
anything. What now is Alice’s density matrix?

Model: We will work in the z-basis for both Alice and Bob and
look at the matrix elements. We will model Alice’s knowledge of
the state as a reduced density matrix. We’ll model the initial pure
state as

|Ψ〉 = 1√
2
(|ud〉 − |du〉) . (18.20)

Visualization: We have an entangled state that we’ve separated
out.

Solution: We figure out what Alice’s density matrix elements are:

Active Reading 18.3: Work all
of these out on your own.

ρuu =αuuα∗uu + αudα∗ud =
1
2

(18.21a)

ρud =αuuα∗du + αudα∗dd = 0 (18.21b)

ρdu =αduα∗uu + αddα∗ud = 0 (18.21c)

ρdd =αduα∗du + αddα∗dd =
1
2

. (18.21d)

Assess: As expected, Alice has lost all off-diagonal information
and is left with a mixed state:

ρ̂ =
1
2
|u〉〈u|+ 1

2
|d〉〈d| . (18.22)

She has a 50% chance of measuring |u〉 and a 50% change of
measuring |d〉.

Alice’s reduced density operator has the property of being
proportional to the unit matrix with equal populations. That is the
sign of a maximally entangled state.
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Exercise 18.2 Alice and Bob start with the combined ElMaW
polarization state

|Ψ〉 = i
2
|DRDR〉+

√
3

2
|DLDL〉 . (18.23)

Alice measures her state, but doesn’t tell Bob anything. What now
is Bob’s density matrix? What are the states Bob could measure
and with what probabilities?

18.2 Entanglement and Locality

Is there any way that Alice and Bob, who share an entangled state,
could use it to communicate? We’ve seen that they share a correlated
measurement. Alice measures her state and it is correlated with Bob’s
state even if they are separated by a great distance. If we define a
local interaction as one that does not permit information to move
faster than the speed of light, we want to know if Alice and Bob can
violate this.

Although Alice and Bob share an entangled state, we’ve seen that
all Alice knows about is her reduced density matrix elements

ρaa′ = 〈a| ρ̂
∣∣a′〉 = ∑

b
αabα∗a′b. (18.24)

Can Bob do anything to change this, thus affecting Alice’s measure-
ments? We will limit Bob to unitary transformations on his part of
the system, modeled as a unitary operator Û. For example, he could
put his atomic spin in a uniform magnetic field and rotate it around.
We model this unitary operator as a matrix with elements

Ub′b =
〈
b′
∣∣ Û |b〉 . (18.25)

So the initial combined state |Ψ〉 becomes

|Ψ〉 f =∑
ab

αabÛ |ab〉 = ∑
ab

αab
(
1̂⊗ Û

)
(|a〉 ⊗ |b〉) (18.26a)

=∑
ab

αab |a〉 ⊗
(
Û |b〉

)
(18.26b)

=∑
ab

αab |a〉 ⊗∑
b′

∣∣b′〉 〈b′∣∣ (Û |b〉) = ∑
ab,b′

αabUb′b
∣∣ab′

〉
. (18.26c)

We rewrite this now, defining a new complex number that describes

Using Completeness Span-
ner

the amplitude of the state |ab′〉. The final state is thus

|Ψ〉 f = ∑
ab′

α̃ab′
∣∣ab′

〉
with α̃ab′ = ∑

b
αabUb′b. (18.27)

The bra-vector version of this is Active Reading 18.4: Work
this one out on your own using
the bra-vector version.
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〈Ψ| f = ∑
a′b′′

α̃∗a′b′′
〈

a′b′′
∣∣ where α̃∗a′b′′ = ∑

b
α∗a′bU†

bb′′ . (18.28)

We can now find the matrix elements of Alice’s final reduced density
matrix: Note that we swapped the b

and b′ indices, as well as the
b and b′′ indices. Since the
notation is arbitrary, we can
do this as long as we keep the
ordering the same.

ρaa′ =∑
b

α̃abα̃∗a′b = ∑
b

∑
b′

αab′Ubb′ ∑
b′′

α∗a′bU†
b′′b (18.29a)

= ∑
bb′b′′

αab′Ubb′U
†
b′′bα∗a′b′′ (18.29b)

but Ubb′U
†
b′′b = δb′b′′ so the reduced density matrix is

ρaa′ = ∑
b

αabα∗a′b (18.30)

and no change has happened. So there is nothing that Bob can do to
change any of Alice’s measurement outcomes. Locality is still intact.

18.3 Bell Inequality Entanglement Test
We are following Preskill’s
notes here.We return now to correlations and joint measurements. We are

again going to give Alice and Bob a combined state that they can
each measure individually. We will measure four different sets of
composite measurements and add them up in a clever way. Alice
measures her states in two differnt basis: either the σA or the σA′ .
Similarly, Bob measures either σB or σB′ both of which can range
from +1 to −1. We add up the four joint correlations as:

C ≡ σAσB + σA′σB + σAσB′ − σA′σB′ . (18.31)

Classically, if these states are independent we can factor these out to
get

C = (σA + σA′)σB + (σA − σA′)σB′ . (18.32)

Since both of these measurements range from +1 to −1, the largest
that (σA + σA′) can be is 2. However if it is 2, then (σA + σA′) = 0 and
the other way around: if (σA + σA′) = −2 the other is 0. So that says
that

|C| ≤ 2. But that also means that |〈C〉| ≤ 2. (18.33)

In terms of the average measurements, that implies that

〈σAσB〉+ 〈σA′σB〉+ 〈σAσB′〉 − 〈σA′σB′〉 ≤ 2. (18.34)

This is one version of the Bell Inequality. If any set of states do not
obey this inequality, they must have some non-local correlation and
are thus entangled.
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Example 18.3 What is C if Alice and Bob both start with the
entangled polarization state

|Ψ〉 = 1√
2
(|VV〉+ |HH〉) (18.35)

and they make their measurements in the V − H basis where the
states are rotated before measurement with

σA → rotate 90◦ then measure σ̂3 (18.36a)

σA′ → measure σ̂3 (18.36b)

σB → rotate 45◦ then measure τ̂3 (18.36c)

σB′ → rotate 135◦ then measure τ̂3 (18.36d)

Model: We will model λ/2-plate the rotations using a unitary
operators using matrix notation in the V − H basis where

Û(θ)⇒
(

cos θ sin θ

− sin θ cos θ

)
(18.37)

This means that the combined rotations and measurements do the
following:

Active Reading 18.5: Use
the rotation matrix and the σ̂3

operator to evaluate these.

σ̂A |V〉 = |H〉 σ̂A |H〉 = |V〉 (18.38a)

σ̂A′ |V〉 = |V〉 σ̂A′ |H〉 =− |H〉 (18.38b)

τ̂B |V〉 =
1√
2
(|V〉+ |H〉) τ̂B |H〉 =

1√
2
(|V〉 − |H〉) (18.38c)

τ̂B′ |V〉 =
1√
2
(− |V〉+ |H〉) τ̂B′ |H〉 =

1√
2
(|V〉+ |H〉) (18.38d)

Visualization: We’ve got a very similar situation as before, but
now Alice and Bob could make one of two measurements. They
will get together later to combine their results and calculate the
correlations.

Charlie σ̂3

Alice

λ/2-plate

τ̂3

Bob

λ/2-plate

Solution: This takes a bit of work, but we use our tensor prod-
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uct tools to find that

〈σ̂Aτ̂B〉 =
1√
2

(18.39a)

〈σ̂A′ τ̂B〉 =
1√
2

(18.39b)

〈σ̂Aτ̂B′〉 =
1√
2

(18.39c)

〈σ̂A′ τ̂B′〉 = −
1√
2

(18.39d)

So the sum total is
C = 2

√
2 > 2 (18.40)

and the inequality is violated.
Assess: The state we started with is maximally entangled, so we

expected something non-classical for the result. This is actually the
largest violation possible for our quantum mechanical model.

Exercise 18.3 What is C if Alice and Bob both start with the
polarization state

|Ψ〉 = 1√
3
|VV〉+ i

√
2
3
|VH〉 (18.41)

and measure using the same plan as in Example 18.3?

Exercise 18.4 What is C if Alice and Bob both start with the
polarization state

|Ψ〉 = 1
3
|VV〉+ i

1
3
|VH〉+

√
7

3
|HH〉 (18.42)

and measure using the same plan as in Example 18.3?

18.4 Entanglement and Measurement Instruments
Detector 1

Detector 2

Operator Model

Operator Model

We are at a point where we can build a model to describe what
happens to the quantum state between the operator model and the
actual measurement apparatus. In Section 10.3 we modeled the
physical interaction zones as linear operators. We now model what
happens between that model and the moment the detectors register
either a photoelectron (in the ElMaW case) or the detectors register
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an atom (in the spin case). We’ll focus on the ElMaW detectors and
model them as a quantum system in one of the following states:

“blank”→ |b〉 “V measured”→ |+1〉 “H measured”→ |−1〉 .
(18.43)

So the combined state of both the ElMaW and the detectors has six
possible states. In the moment after the ElMaW has passed through
the beamsplitter but before it reaches the detectors, the combined
state is a product state (writing this as |ElMaW, Dectector〉)

αV |V, b〉+ αH |H, b〉 . (18.44)

We know what happens to this state when the detectors register
a photoelectron. A V registers as a +1 an H registers as a −1. So
after the ElMaW interacts with the detectors, we have the maximally
entangled state

αV |V,+1〉+ αH |H,−1〉 . (18.45)

Now whether we say that the detector’s quantum state is uncon-
trolled and thus is subject to rapid decoherence, or if we say we only
have access to the ElMaW piece of the state and thus we need to
look at the reduced density operator, we get the same result. The
state we have access to reduces from a quantum system to a mixed
state. We are left with classical probabilities. This model of detector-
entanglement measurement works reasonably well for a number of
situations.



19 Continuous Quantum States

We now move to another type of quantum system. Up until now we
have focused on the ElMaW polarization quantum states and the
atomic spin quantum states. But there are other situations where
our classical point particle model fails to describe the behavior of the
system. There are experiments where electrons, atoms, and molecules
exhibit behavior that is not consistent with the point particle model.
In these experiments, we are interested in the position and the mo-
mentum of the system, so we need to develop a quantum model for
working with these new, continuous parameters for describing our
quantum state.

19.1 Wavefunctions

We previously used a set of basis states |λ〉 that were eigenvectors of
an operator to decompose any arbitrary quantum state:

|Ψ〉 = ∑
λ

αλ |λ〉 . (19.1)

We now extend this model to include the possibility of the eigen-

Orthonormal Basis De-
composer

vectors and the eigenvalues being continuous, instead of discrete
states. Since the eigenvectors are continuous, we need to describe
the components αλ in terms of a continuous function instead of
discrete complex values. We define this new parameter as ψ(λ), a
complex-valued function of λ.

Recall that we previously saw
that complex-valued functions
behave like vector spaces them-
selves!The quantum state is now decomposed in terms of these new,

continuous basis functions:

|Ψ〉 = ∑
λ

ψ(λ) |λ〉 (19.2)

where

Orthonormal Collapser

ψ(λ) = 〈λ|Ψ〉 . (19.3)

These amplitudes ψ(λ) are called wavefunctions and describe the

Quantum Mechanic’s Toolbox:

Wavefunctioner . This
tool is used to determine the
continuous wavefunction in a
particular basis.

quantum state |Ψ〉 in the λ basis. As we previously saw with CSCOs,
there may be more than one set of basis states needed to uniquely
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describe our quantum system. In that case, the wavefunction be-
comes a multi-variable complex-valued function of all the basis states
ψ(λ, δ, γ, . . .).

19.2 Position Basis

We begin working with continuous quantum states by looking at the
position basis. We want to model the behavior of a single electron
confined to move in a single dimension. This is a crude model of
the position of an electron in a beam or the position of an electron
in a very long, thin wire. We will work in the |x〉 basis where |x〉
describes the quantum position eigenvectors of our system. In this
basis, our wavefunction is

ψ(x) = 〈x|Ψ〉 and ψ∗(x) = 〈Ψ|x〉 . (19.4)

Because the position eigenvectors are continuous – they could be

Wavefunctioner.

any real value along the one dimension of travel – we need to adapt
our tools to work with continuous variables. The first change is that
discrete sums become integrals:

∑
i
→
∫

dx (19.5)

So our Completeness Spanner becomes

∞∫
−∞

|x〉 〈x| dx = 1̂. (19.6)

We want to use this to develop a continuous version of the inner

Since we are now dealing with
position, our basis vectors |x〉
now have units. In order to
make this work, they have to
have units [1/

√
length].

product and probability projection. Before we do that, though, we
need a new math tool.

The Dirac Delta

We take a quick side trip to define the Dirac delta functional. It is not
mathematically a function, but it is often called that. Recall that we
used the Kronecker delta to collapse sums of discrete states:

∑
j

δjk Ak = Aj. (19.7)

The Dirac delta does a similar thing with continuous integrals. It is
defined as the thing that makes

∞∫
−∞

δ(x− x′)F(x′)dx′ = F(x) (19.8)
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work. In effect, it is zero everywhere except at one point x where

The δ(x) functional also has
units to make this work. Its
units are [1/length].

it is, in effect, infinite. It can be approximated with a lot of real
functions – a Gaussian function (n/

√
π)e−(nx)2

does a good job of
making this work as n→ ∞.

x

δ

n = 1
n = 2

n = 10

The function F(x′) could be a constant in which case

∞∫
−∞

δ(x− x′)dx′ = 1. (19.9)

Exercise 19.1 Show that the Gaussian approximation for the Dirac
Delta function satisfies Eq. (19.8) for F(x) = x2 and F(x) = x3.
What is the difference between the model and the actual result in
terms of n?

Back to Continuous States

We now define the inner product for continuous basis functions.
Previously we had

〈j|k〉 = δjk. (19.10)

We get the continuous version of this starting with the action of the
1̂ operator which we want to leave the state unchanged: 1̂ |x′〉 = |x′〉.
We insert the continuous spanner tool on the left side:

1̂
∣∣x′〉 = ∞∫

−∞

(|x〉 〈x|)
∣∣x′〉 dx =

∞∫
−∞

|x〉
〈

x|x′
〉

dx =
∣∣x′〉 . (19.11)

So that means that 〈x|x′〉 = δ(x− x′).
We now use this to define the general inner product between two

quantum states in terms of the wavefunctions in the position basis.

Using Completeness Span-
ner twice.

〈Ψ|Φ〉 =
∞∫∫
−∞

〈Ψ|x〉 〈x|
∣∣x′〉 〈x′|Φ

〉
dxdx′ (19.12a)

=

∞∫∫
−∞

〈Ψ|x〉 δ(x− x′)
〈

x′|Φ
〉

dxdx′ (19.12b)

=

∞∫
−∞

〈Ψ|x〉 〈x|Φ〉 dx (19.12c)

=

∞∫
−∞

ψ∗(x)φ(x)dx (19.12d)

where we used the definition of the wavefunction, Eq. (19.4), to write

Wavefunctioner.
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the inner product in terms of the wavefunctions in the position basis.
Since our quantum states are normalized, the inner product of a
quantum state with itself is one:

∞∫
−∞

ψ∗(x)ψ(x)dx = 1. (19.13)

In order for our quantum state to be normalizable we must be This means that the wavefunc-
tion in the position basis also
has units [1/

√
length].

able to integrate along the entire one-dimensional space and get
a finite, unit answer. That puts limits on what we can use for our
wavefunctions in the position basis. They must be square integrable
since the integral of the wavefunction times its complex conjugate
must be one.

19.3 Measurement Probabilities

We previously connected the amplitudes αk with the probability of
measuring a state with eigenvector |k〉: P(|k〉) = |〈k|Ψ〉|2. We do the Probability Predictor
same thing with the wavefunctions in the position basis. But we now
need to specify the region over which we are interested in finding the
probability. So if we want to know what the probability is that the
quantum state lies between the points a and b, we look at

P(a, b) =
b∫

a

ψ∗(x)ψ(x)dx. (19.14)

This connects nicely with our continuous normalization Eq. (19.13)

This updates the Probabil-
ity Predictor.

which we can now say that this means that there is a 100% change
of measuring the system somewhere along the infinite line. This The probability density has

units [1/length].means that the product P(x) ≡ ψ∗(x)ψ(x) is not a probability, but
a probability density. This is slightly different from the discrete case
where |αk|2 was the probability of measuring the state |k〉. With this
notation, the probability of finding the state in the interval (a, b) is

P(a, b) =
b∫

a

P(x)dx and
∞∫
−∞

P(x)dx = 1. (19.15)

Example 19.1 An electron is confined to a long, thin wire. What
is the probability density if the electron could be anywhere along
the wire with equal probability?

Model: We are going to model the electron as a 1-D continuous
quantum system along the x-axis. We will work in the x-basis. We
model the wire as having length L centered on x = 0.
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x

y

x = L/2x = −L/2

Figure 19.1:

Visualization: Our system looks something like Figure 19.1

Solution: In our model the electron can only be somewhere be-
tween −L/2 and L/2. So we want the probability of finding the
electron to be one along this length. Since the probability density
is constant, let’s call it P and find the normalization:

〈Ψ|Ψ〉 =
∞∫
−∞

Pdx = 1. (19.16)

We need a probability density that is zero everywhere expect from
−L/2 to L/2. So the integral becomes

L/2∫
−L/2

Pdx = LP . (19.17)

That means that the probability density is

Active Reading 19.1: Fill in
the skipped steps here.

P(x) =

1/L if − L/2 ≤ x ≤ L/2,

0 otherwise.
(19.18)

Assess: Our probability density has units 1/length as expected.

Exercise 19.2 An electron is confined to a long, thin wire. What
is the (complex-valued) wavefunction in the position basis if the
electron could be anywhere along the wire with equal probability?

Suppose we measured the state in the interval (a, b). What is the
state after we’ve made this measurement? We don’t know much
more than the state is in this interval and that the state must still
be normalized. However, the normalization must have changed
because the probability of finding the state in this interval after the
measurement must be 1:

Pafter(a, b) =
b∫

a

Pafter(x)dx = 1. (19.19)
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In order to make this happen, we need to renormalize the wavefunc-
tion. This means we set an arbitrary constant in front of the wave-
function and apply the normalization condition to find the new
wavefunction.

Example 19.2 An electron is confined to a long, thin wire with
uniform probability density. What is the probability of measuring
the position of the electron in the region 0 ≤ x ≤ L/4? What is the
state after the measurement?

Model: We model the electron as a 1D quantum state in the posi-
tion basis, confined to a wire of length L. Our probability density
was found in Example 19.1.

Visualization: We are interested in the red zone in Figure 19.2.

x

y

x = L/2x = −L/2

Figure 19.2:

Solution: The probability of finding the electron is modeled as

Active Reading 19.2: Fill in
the missing steps here, too.

P(0 ≤ x ≤ L/4) =
∫ L/4

0
P(x)dx (19.20a)

=
1
L

(
L
4

)
=

1
4

. (19.20b)

After the measurement, we know that the electron must be in the
interval from 0 ≤ x ≤ L/4, so we renormalize the wavefunction
using an arbitrary constant A:

P(0 ≤ x ≤ L/4) = 1 =
∫ L/4

0
|A|2 P(x)dx (19.21a)

=
|A|2

4
(19.21b)

so the new normalized wavefunction is |ψ〉 = 2/
√

L over the
interval 0 ≤ x ≤ L/4 and zero everywhere else.

Assess: Since the probability density was uniform and we’re
looking at a quarter of the length of the wire, we expect the proba-
bility to be 25% as we found.
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19.4 Continuous Operators

The next piece is to define the action of linear operators in our con-
tinuous basis space. We are interested in the average measurement of
the operator in the position basis.

Expectation Evaluator

Completeness Spanner

〈
M̂
〉
= 〈Ψ| M̂ |Ψ〉 (19.22a)

=

∞∫∫
−∞

〈Ψ|x〉 〈x| M̂
∣∣x′〉 〈x′|Ψ

〉
dxdx′ (19.22b)

=

∞∫∫
−∞

ψ∗(x) 〈x| M̂
∣∣x′〉ψ(x′)dxdx′ (19.22c)

We need to know more about the operator in the 〈x| M̂ |x′〉 basis
before we can evaluate this.

The Position Operator

The position operator X̂ is the Hermitian operator for which our Note the use of the upper-
case X in the operator. Don’t
confuse this with the 3-vector
unit vector x̂.

position vectors |x〉 are eigenvectors with eigenvalues x:

X̂ |x〉 = x |x〉 . (19.23)

If we want to find the portion of a quantum state at |x0〉, we should
be able to find 〈x0|Ψ〉. We know that 〈x|x0〉 = δ(x− x0). So we have

Completeness Spanner〈x0|Ψ〉 =
∞∫
−∞

〈x0|x〉 〈x|Ψ〉 dx (19.24a)

=

∞∫
−∞

δ(x− x0)ψ(x)dx = ψ(x0), (19.24b)

which is the general wavefunction evaluated at position x0. This is

Wavefunctioner.

what we want. We can now find the X̂ operator in the |x〉 basis. Active Reading 19.3: I’ve
skipped steps here - fill them in
in your notes.

Completeness Spanner

〈
X̂
〉
= 〈Ψ| X̂ |Ψ〉 (19.25a)

=

∞∫∫
−∞

ψ∗(x) 〈x| X̂
∣∣x′〉ψ(x′)dxdx′ (19.25b)

=

∞∫∫
−∞

ψ∗(x)x′
〈

x|x′
〉

ψ(x′)dxdx′ (19.25c)

=

∞∫
−∞

ψ∗(x)xψ(x)dx. (19.25d)

So the position operator in the |x〉 basis is

〈x| X̂
∣∣x′〉 = x′δ(x− x′) (19.26)
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and we have a way of calculating the average position in the |x〉 basis.
We can run the same procedure again and also get

〈
X̂2
〉
=

∞∫
−∞

ψ∗(x)x2ψ(x)dx. (19.27)

With these two together we can calculate the uncertainty in the
measurement of the average position as well, Eq. (13.15).

Uncertainty Evaluator

Example 19.3 What is the average position measurement with its
uncertainty for the electron in Example 19.1?

Model: We’ll model the electron as a 1-D quantum system con-
fined to move along a 1-D wire of length L. We’ll model the wave-
function as a uniform probability density with ψ(x) = 1/

√
L.

Visualization: Our system looks like Figure 19.3.

x

y

x = L/2x = −L/2 Figure 19.3:

Solution: We want the average position in the x basis:〈
X̂
〉
= 〈Ψ| X̂ |Ψ〉 (19.28a)

=

∞∫∫
−∞

ψ∗(x) 〈x| X̂
∣∣x′〉ψ(x′)dxdx′ (19.28b)

=
1
L

L/2∫
−L/2

xdx (19.28c)

〈
X̂
〉
=

1
L

(
L2

4
− L2

4

)
= 0. (19.28d)

So the average measurement of the position operator is 0 which

Active Reading 19.4: Of
course I skipped steps here.
Make sure you know what they
are! Same thing with the other
calculation.

makes sense given the probability density function.
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We also need〈
X̂2
〉
= 〈Ψ| X̂2 |Ψ〉 (19.29a)

=

∞∫∫
−∞

ψ∗(x) 〈x| X̂2 ∣∣x′〉ψ(x′)dxdx′ (19.29b)

=
1
L

L/2∫
−L/2

x2dx (19.29c)

〈
X̂2
〉
=

1
3L

(
L3

8
− −L3

8

)
=

L2

12
. (19.29d)

So the uncertainty is ∆X =
√〈

X̂2
〉

(since
〈

X̂
〉
= 0) is Uncertainty Evaluator

∆X =
L√
12

. (19.30)

Assess: Both of our answers make sense and have the correct
units. The uncertainty of the position measurement is half the total
length of the wire, which is interesting. That means that over time,
many repeated measurements will have a wide uncertainty.

Exercise 19.3

Consider the probability density for finding an electron along a
1-D line:

P(x) = A
( x

L

)2
e−x2/L2

, (19.31)

where A is a normalization constant and L is a constant length
scale.

(a) Determine A so the probability density is properly normalized.
What are the units of A?

(b) Plot P(x).

(c) Find the position(s) where the electron is most likely to be
found, i. e. where the probability density is greatest. Then
determine the position(s) where the electron is least likely to be
found.

(d) Determine the probability that the electron will be found in
the region 0 ≤ x ≤ L.

(e) What is the state of the electron if it was measured in the
region 0 ≤ x ≤ L?
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Exercise 19.4 What are the average measurements of the position
operator and its uncertainty for the probability distribution from
the previous exercise?



20 Momentum Eigenvectors

So far we’ve built a model for describing the position of a quantum
system. That is a good start, but that doesn’t fully describe the state
of many systems. For example, we could have two atoms, both in
the same position, but with very different momenta. The position
quantum state isn’t sufficient to distinguish those two very different
states. So let’s build a model for describing the continuous quantum
momentum.

20.1 Momentum Basis

We repeat everything we did for the position basis |x〉, but this
time expand our quantum state with the basis vectors |px〉. The
formalism is all the same and we end up with very similar results.
The momentum operator in the momentum basis is

P̂x |px〉 = px |px〉 . (20.1)

The orthogonality relationship is〈
px|p′x

〉
= δ(px − p′x). (20.2)

The momentum operator in the momentum basis is

This time the delta functional
has units [1/momentum]. In
general its units will be 1 over
the units of the thing inside the
parenthesis.〈px| P̂x

∣∣p′x〉 = pxδ(px − p′x). (20.3)

We can expand any state in terms of the complete, orthonormal
momentum basis

∞∫
−∞

|px〉 〈px| dpx = 1̂. (20.4)

And the wavefunctions in the momentum basis are

〈px|Ψ〉 = φ(px). (20.5)

So far, so good. But it is useful to write the momentum operator

We’ve called these wavefunc-
tions φ(px) instead of ψ to help
keep them different since they
are a function of px, not a func-
tion of x. Note that φ(px) has
units [1/

√
momentum]. We

used Wavefunctioner here,
too.

in the position basis and to be able to switch between bases. For
example, we have an atom moving in one dimension. We know
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its position state at one moment in time but would like to know
about its position at a future time point. We need to switch to the
momentum basis, let the quantum state evolve with time, then switch
back to the position basis and evaluate its position. We’ll look at
these tools next.

Example 20.1 An atom is moving with momentum wave function
given by

φ(px) = Ae−p2
x/(2p2

0), (20.6)

where p0 and A are constants. What is the average momentum
measurement with its uncertainty for this atom?

Model: We model the atom as a quantum system in the momen-
tum basis moving in one dimension.

Visualization: The momentum wavefunction looks like this:

px

φ

Solution: We first need to normalize the wavefunction. We must
have

1 = 〈Ψ|Ψ〉 =
∞∫
−∞

φ(px)
∗φ(px)dpx (20.7a)

= |A|2
∞∫
−∞

e−p2
x/p2

0 dpx (20.7b)

= |A|2
√

πp0. (20.7c)

That means that, in order to be normalized, A = 1/
√√

πp0.

We now find the average measurement and uncertainty:

〈
P̂x
〉
=

1√
πp0

 ∞∫
−∞

pxe−p2
x/p2

0 dpx

1/2

(20.8a)

=0. (20.8b)



a quantum mechanic’s guide 132

And we have

∆Px =
√〈

P̂2
x
〉

(20.9a)

=
1√
πp0

∞∫
−∞

p2
xe−p2

x/p2
0 dpx (20.9b)

=
p0√

2
. (20.9c)

Assess: The units on A are [1/
√

momentum] which is what we
expect. The average and the uncertainty are also both as expected
for a Gaussian distribution.

Exercise 20.1 An atom is moving in one dimension with a mo-
mentum wave function given by

φ(px) =
A

1 + (px/p0 − 1)2 (20.10)

where p0 and A are constants.

(a) Find A so the wave function is properly normalized. What is
the dimension of A?

(b) Graph φ(px).

(c) Find the most probable value of momentum.

(d) Find the probability that the atom has momentum in the range
p0 ≤ px ≤ 2p0.

(e) Suppose the particle’s momentum is measured and found
to be negative (i.e., in the range −∞ ≤ px ≤ 0). Find the
momentum wave function immediately after the measurement.

20.2 Momentum operator in the position basis

We’ve look at changing bases before when we switched between the
z-basis and the x-basis describing our quantized spin states. We start
with the momentum operator acting on a momentum eigenstate and
then expand this in terms of the position basis.

P̂x |px〉 = px |px〉 (20.11a)

〈x| P̂x |px〉 = px 〈x|px〉 (20.11b)
∞∫
−∞

〈x| P̂x
∣∣x′〉 〈x′|px

〉
dx′ = px 〈x|px〉 (20.11c)
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As before, we need to know what the matrix elements of the momen-
tum operator in the position basis are. We’ll try one and then show
that it has the properties that we want. The momentum operator in
the position basis is a differential operator

〈x| P̂x
∣∣x′〉 ≡ −ih̄δ(x− x′)

∂

∂x′
. (20.12)

Because it is a differential operator, the order in which it appears

Going the other way is very
similar:

〈px| X̂
∣∣p′x〉 ≡ −ih̄δ(px − p′x)

∂

∂p′x
(20.13)

The units on the momen-
tum operator in the posi-
tion basis are: h̄ has units
[momentum×length], the delta
functional has units [1/length],
and the derivative has units
1/[length]. That gives us over-
all units [momentum/length].
When we multiply by dx′ we
end up with units of momen-
tum.

matters. So we’ll have to be careful when we expand our quantum
state in the position basis.

We also need to know what 〈x|px〉 is. We know that 〈x|Ψ〉 = ψ(x)
is the definition of the wavefunction, so what we are looking for it the
momentum wavefunction in the position basis. We use Eq. (20.12) to
eliminate the integral in Eq. (20.11c):

∞∫
−∞

(
−ih̄δ(x− x′)

∂

∂x′

) 〈
x′|px

〉
dx′ = px 〈x|px〉 (20.14a)

−ih̄
∂

∂x
〈x|px〉 = px 〈x|px〉 . (20.14b)

This is a first-order differential equation with solution

〈x|px〉 = Aei px
h̄ x (20.15)

where A is a constant. That gives us the form of the momentum

The momentum wavefunction
in the position basis has units
[1/
√

momentum× length]
which are the same units as
1/h̄.wavefunction in the position basis.

We use the normalization condition to determine the constant A.
Since the momentum basis vectors are normalized

δ(px − p′x) =
〈

px|p′x
〉
=

∞∫
−∞

〈px|x〉
〈

x|p′x
〉

dx (20.16a)

= |A|2
∞∫
−∞

(
e−i px

h̄ x
)(

ei p′x
h̄ x
)

dx (20.16b)

= |A|2 2πh̄ δ(px − p′x) (20.16c)

So we get that A = 1/
√

2πh̄. That means that the momentum

Completeness Spanner

Active Reading 20.1: Of
course I skipped steps. Con-
vince yourself that the integral
is the delta function.

wavefunction in the position basis is

〈x|px〉 =
1√
2πh̄

ei px
h̄ x. (20.17)

This also gives us insight into where the name wavefunction comes
from. The Eq. (20.17) describes a complex wave very similar to our
complex model for electromagnetic waves from Section 1.5. The
wavelength of these momentum wavefunction is

λ =
2πh̄
px

(20.18)
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which is the de Broglie wavelength.

Exercise 20.2 We claimed that

δ(px − p′x) =
1

2πh̄

∞∫
−∞

ei px−p′x
h̄ xdx. (20.19)

Show that this is reasonable. First, set p′x = 0 for convenience, and
then let

f (px, L) =
1

2πh̄

∫ L

−L
e−ipx x/h̄dx. (20.20)

(a) Carry out the integration to find a simple formula for f (px, L)

(b) According to the definition of the Dirac delta function,∫ ∞

−∞
dpx δ(px) = 1. (20.21)

Show that ∫ ∞

−∞
dpx f (px, L) = 1. (20.22)

(c) Graph f (px, L) for increasing values of L. Show the results.
Does f (px, L) act like a Dirac delta function for very large L?
Explain.

20.3 Switching between bases

So we now work in either the momentum basis or the position basis,
dependening on the situation. How do we switch between the two
bases? We use Eq. (20.17). Say we start with working in the position
basis 〈x|Ψ〉 = ψ(x) and we want to switch to the momentum basis.
We start with the momentum basis and then expand this in terms of
the position basis states

φ(px) = 〈px|Ψ〉 (20.23a)

=

∞∫
−∞

〈px|x〉 〈x|Ψ〉 dx (20.23b)

φ(px) =
1√
2πh̄

∞∫
−∞

e−i px
h̄ xψ(x)dx. (20.23c)

We go the other way if we have the wavefunction in the momentum

Wavefunctioner.
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basis and we want the wavefunction in the position basis.

ψ(x) =
∞∫
−∞

〈x|px〉 〈px|Ψ〉 dpx (20.24a)

ψ(x) =
1√
2πh̄

∞∫
−∞

ei px
h̄ xφ(px)dpx. (20.24b)

These two relationships are the complex Fourier transformations.

Wavefunctioner.

That means that position and momentum are related in a wave-like
manner. Together they allow us to switch between the position and
momentum bases:

φ(px) =
1√
2πh̄

∞∫
−∞

e−i px
h̄ xψ(x)dx

ψ(x) =
1√
2πh̄

∞∫
−∞

ei px
h̄ xφ(px)dpx.

(20.25) Quantum Mechanic’s Tool-

box: Fourier Transformer
This tool is used to transform
a wavefunction back and forth
from the position to the momen-
tum bases.Example 20.2 An electron confined to a very long wire is mod-

eled by the wave function:

ψ(x) = A
( x

L

)
e−x2/2L2

, (20.26)

where L is a constant length scale. What are the average position
and the average momentum measurements?

Model: We’ll model the electron as a 1-D quantum system. We’ll
start working in the position basis since that’s what we have for
the wavefunction model

Visualization: This is a modified Gaussian wavefunction.

x

ψ

Solution: We need to normalize the wavefunction before we can
do anything else. Wavefunctioner.
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1 = 〈Ψ|Ψ〉 =
∞∫
−∞

ψ(x)ψ∗(x)dx (20.27a)

=
|A|2
L2

∞∫
−∞

x2e−x2/L2
dx (20.27b)

=
|A|2 L

√
π

2
(20.27c)

So our normalization constant is A =
√

2/(L
√

π). We now find
average position:

〈
X̂
〉
=

2
L3
√

π

∞∫
−∞

x3e−x2/L2
dx = 0 (20.28)

which is what we expect for this distribution. Now we need to
switch to the momentum basis to find the average momentum.

φ(px) =
1√
2πh̄

∞∫
−∞

e−i px
h̄ xψ(x)dx (20.29a)

=
1√
2πh̄

∞∫
−∞

e−i px
h̄ x

√
2

L
√

π

x
L

e−x2/2L2
dx (20.29b)

=− i

√
2L3
√

πh̄3 pxe−L2 p2
x/(2h̄2) (20.29c)

This wavefunction is already normalized, so we’re good to go. We

Active Reading 20.2: Use
your favorite C.A.S. to check
these steps.

now want: 〈
P̂x
〉
=

2L3
√

πh̄3

∞∫
−∞

p3
xe−L2 p2

x/h̄2
dpx = 0. (20.30a)

Assess: Our units for ψ(x) are [1/
√

length] and for φ(px),
[1/
√

momentum], so both of those are good. Getting an average of
zero for the position makes sense given the wavefunction distribu-
tion. The momentum average must mean that the quantum state is
moving in both directions with a zero average.

Exercise 20.3 An atom confined to move in one dimension is
modeled by the wavefunction in the position basis

ψ(x) =


1√
L

, |x| ≤ L
2

0 |x| > L
2

.
(20.31)

What is the probability that the atom is traveling in the +x-
direction?
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20.4 Position and momentum uncertainty relationship

Because position and momentum are both used to describe the
same quantum state, we need to know if they are simultaneously
measurable. We found in Section 14.2 that if two operators have a
non-zero commutation relationship, then they cannot be simultane-
ously measured with arbitrarily small uncertainties. Let’s look at the
commutator between

[
X̂, P̂x

]
and see what we get. We need to know Commutatanator

how to find the average of the momentum operator in the position
basis, so let’s do that first.

Observing momentum in the position basis

So we want to find
〈

P̂x
〉
= 〈Ψ| P̂x |Ψ〉. We expand this in the x basis: We can also go the other way

using Eq. 20.13 and find the
average position using the
momentum wavefunctions. We

use Wavefunctioner here.

〈Ψ| P̂x |Ψ〉 =
∞∫∫
−∞

〈Ψ|x〉 〈x| P̂x
∣∣x′〉 〈x′|Ψ

〉
dxdx′ (20.32a)

=

∞∫
−∞

ψ∗(x)
(
−ih̄

∂

∂x

)
ψ(x)dx. (20.32b)

Similarly we evaluate
〈

P̂2
x
〉

Active Reading 20.3: Fill in
the missing steps using the
definition of the momentum
operator in the position basis.〈

P̂2
x

〉
=

∞∫
−∞

ψ∗(x)
(
−h̄2 ∂2

∂x2

)
ψ(x)dx. (20.33)

So we now look at
[
X̂, P̂x

]
. First we evaluate

〈
X̂P̂x

〉
:

〈
X̂P̂x

〉
=

∞∫∫
−∞

〈Ψ|x〉 〈x| X̂P̂x
∣∣x′〉 〈x′|Ψ

〉
dxdx′ (20.34a)

=− ih̄
∞∫
−∞

ψ∗(x)x
∂

∂x
ψ(x)dx (20.34b)

We repeat for the reverse in order to get the commutator:

Active Reading 20.4: Fill in
the missing steps here.

Using the product rule for the
derivative.

Active Reading 20.5: Fill in
the missing steps here, too.

〈
P̂xX̂

〉
=

∞∫∫
−∞

〈Ψ|x〉 〈x| P̂xX̂
∣∣x′〉 〈x′|Ψ

〉
dxdx′ (20.35a)

=− ih̄
∞∫
−∞

ψ∗(x)
∂

∂x
(xψ(x)) dx (20.35b)

=− ih̄
∞∫
−∞

ψ∗(x)
(

ψ(x) + x
∂

∂x
ψ(x)

)
dx (20.35c)

=− ih̄− ih̄
∞∫
−∞

ψ∗(x)x
∂

∂x
ψ(x)dx (20.35d)
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Now when we look at the average of the commutator, we get

Using Completeness Span-
ner

〈[
X̂, P̂x

]〉
=
〈

X̂P̂x
〉
−
〈

P̂xX̂
〉

(20.36a)

= −ih̄. (20.36b)

This means we can go back to the general uncertainty relationship,
Eq. (14.5) and look at the relationship between the uncertainty in

Uncertainty Evaluator and

Generalized Uncertainty
Relationshipper

measuring the position and the momentum:

∆X∆Px ≥
h̄
2

. (20.37)

This particular relationship is known as the Heisenberg Uncertainty
Relationship (HUR). It means that position and momentum are not
orthogonal measurements and we can’t measure both simultaneously
to arbitrary uncertainty.

Example 20.3 An electron confined to a very long wire is mod-
eled by the wave function:

ψ(x) = A
( x

L

)
e−x2/2L2

, (20.38)

where L is a constant length scale. Is the HUR satisfied for this
system?

Model: We’ve looked at this state before in Example 20.2. We’ll
model the electron as moving in a 1D line with normalization

constant A =
√

2/(L
√

π)

Visualization: This is the same picture as in the previous example.

Solution: We know
〈

X̂
〉
= 0 and

〈
P̂x
〉
= 0. To find the uncertain-

ties, we need
〈

X̂2〉 and
〈

P̂2
x
〉
. Starting with the position:

〈
X̂2
〉
=

2
L3
√

π

∞∫
−∞

x4e−x2/L2
dx =

3L2

2
(20.39)

Instead of working in the momentum basis to find the uncertainty

Active Reading 20.6: Use
your C.A.S. to simplify all these
integrals.

of the momentum measurement, we’ll use the position basis.

〈
P̂2

x

〉
=

∞∫
−∞

ψ∗(x)
(
−h̄2 ∂2

∂x2

)
ψ(x)dx (20.40a)

=
−2h̄2

L3
√

π

∞∫
−∞

xe−x2/2L2 ∂2

∂x2

(
xe−x2/2L2

)
dx (20.40b)

=
3h̄2

2L2 . (20.40c)
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So the measurement uncertainties are

∆X =

√
3L2

2
and ∆Px =

√
3h̄2

2L2 . (20.41)

The Heisenberg Uncertainty Relationship is thus Uncertainty Evaluator

∆X∆Px =
3
2

h̄ >
h̄
2

. (20.42)
Generalized Uncertainty

Relationshipper

Assess: The state satisfies the HUR. We checked the units on
both uncertainties and they are correct.

Exercise 20.4

An electron confined to a very long wire is modeled by the mo-
mentum wave function:

φ(px) =


A

(
1
4
− p2

x

p2
0

)
, |px| <

p0

2
,

0, |px| ≥
p0

2
,

(20.43)

where L is a constant length scale. What are the average position
and the average momentum measurements? Is the Heisenberg
Uncertainty Relationship satisfied for this system?



21 Dynamics is 1D position space

We move now to describing the dynamics of our systems in 1D posi-
tion space. These will be simple models for describing experiments
like a beam of atoms moving through a vacuum or a electron moving
through a very thin, long wire. These models don’t work particularly
well in real-world situations because there are many complicating fac-
tors such as charge interactions with background fields and thermal
distributions of atom momenta. In spite of these challenges, the sim-
ple models provide us with a starting point for describing dynamics
of quantum systems.

21.1 Free space Hamiltonian

Many of our dynamics models will begin with the Schrödinger
equation, Eq. (12.11) which we found in Section 12.2:

Schrödinger Equationator
ih̄

d
dt
|Ψ〉 = Ĥ |Ψ〉 . (21.1)

We consider now a quantum system such as an atom or a neutron
moving in 1D in free space. Since there is no potential energy acting
on the atom (which has mass m), its total mechanical energy is all
kinetic energy. We will model the Hamiltonian operator in this
situation as

Ĥ =
P̂2

x
2m

. (21.2)

We’re going to follow the steps in Technique 12.1. We first need to
choose a basis to work in. Since the Hamiltonian is written only
in terms of the momentum operator, it makes sense to work in the
momentum basis, |px〉. We now need the eigenvectors and the eigen-
values of the Hamiltonian. In this case we have Active Reading 21.1: Work

through the operator step-by-
step.Ĥ |px〉 =

P̂2
x

2m
|px〉 =

p2
x

2m
|px〉 . (21.3)

So the basis vectors |px〉 are the energy eigenvectors |E〉 with eigen-
values p2

x/2m. Continuing with Technique 12.1, we expand an arbi-
trary initial quantum state in terms of the energy eigenvectors. Since
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our eigenvectors are continuous, we need to do this in terms of the
continuous |px〉 basis:

Completeness Spanner|Ψ(0)〉 =
∞∫
−∞

|px〉 〈px|Ψ(0)〉 dpx (21.4a)

=

∞∫
−∞

|px〉 φ(px, 0)dpx (21.4b)

where φ(px, 0) means our wavefunction in the momentum basis at

Wavefunctioner.

time t = 0. Finally, we now know what the time evolution of the
quantum state is:

|Ψ(t)〉 =
∞∫
−∞

|px〉 φ(px, 0)e−ip2
xt/(2mh̄)dpx. (21.5)

We would also like to know what this is in the position basis. We will
either know the atom’s initial momentum or its initial position and it
will be useful to know both. We expand the vector space in terms of
the |x〉 basis vectors and use the Fourier transform, Eq. (20.24b) to get Fourier Transformer

|Ψ(t)〉 = 1√
2πh̄

∞∫∫
−∞

|x〉 eipx x/h̄φ(px, 0)e−ip2
xt/(2mh̄) dpxdx. (21.6)

This is, admittedly, a bit awkward to use. There is a lot going on here
and we need to simplify things a bit to make sense of what we have.

21.2 Traveling Wave Properties

The first thing we’re going to do is to work with the wavefunction in
the x-basis, ψ(x, t) = 〈x|Ψ(t)〉. This gives us Active Reading 21.2: Work

through the missing steps here.

ψ(x, t) =
1√
2πh̄

∞∫
−∞

eipx x/h̄φ(px, 0)e−ip2
xt/(2mh̄) dpx (21.7)

Now we make two more substitutions. First we note that the quantity
p2

x/(2mh̄) has units [1/time]. So we define an angular frequency
ω ≡ p2

x/(2mh̄). Second we see that px/h̄ has units [1/length], so
we define a length scale k ≡ px/h̄. This lets us clean things up
significantly. The wavefunction in the position basis is now Active Reading 21.3: More

missing steps. And we’ve re-
placed ω(k) = h̄k2/2m.ψ(x, t) =

√
h̄

2π

∞∫
−∞

φ(h̄k, 0)ei(kx−ω(k)t)dk. (21.8)

This now looks like a traveling wave, but this model describes a atom
with mass. We call this the Matter Wave Model (MWM). The quantum
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state starts with an initial momentum wavefunction, then travels like
a wave. The meaning of the integral is that we have to add up all
possible momenta in order to know how the position wavefunction is
evolving in time.

This looks very similar to the Complex Electromagnetic Wave
Amplitude Model we used in Section 1.5. There are a couple of
differences. First, the angular frequencies are different:

ω = ck︸ ︷︷ ︸
ElMaW

←→ ω =
h̄k2

2m︸ ︷︷ ︸
MWM

, (21.9)

where c is the speed of light in vacuum. We’ll come back to this
when we talk about wave packets, but the fact that ω ∝ k2 in the
MWM will have some interesting consequences.

There is a different way at arriving at the MWM using the posi-
tion basis from the very beginning. We start with the Schrödinger
equation and multiply both sides by the position basis vector:

ih̄
d
dt
|Ψ〉 = Ĥ |Ψ〉 (21.10a)

〈x| ih̄ d
dt
|Ψ〉 = 〈x| P̂2

x
2m
|Ψ〉 . (21.10b)

We insert a complete set of basis vectors and then use the definition

Schrödinger Equationator

of the momentum operator in the position basis, Eq. (20.12) Active Reading 21.4: More
missing steps to fill in here.

ih̄
dψ(x, t)

dt
=

∞∫
−∞

〈x| P̂2
x

2m
∣∣x′〉 〈x′|Ψ

〉
dx′ (21.11a)

=− h̄2

2m
∂2ψ(x, t)

∂x2 . (21.11b)

This second-order differential equation has solution

Wavefunctioner

ψ(x, t) ∝ ei(kx−ωt), (21.12)

where we’ve used the MWM definition for ω and k. The complete

Ok, we skipped a lot of steps
here. You get to try this one out
as an exercise.

solution is the sum of all possible wavefunctions, given a set of initial
conditions. This is the same result as we found before.

Example 21.1 An atom is given an initial Gaussian momentum:

φ(px, 0) =

√
1

σp
√

2π
e
−
(

px−px0
2σp

)2

(21.13)

where σp is the width of the Gaussian. What is the probability of
measuring the atom in the interval x1 to x2 as a function of time?
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Model: We model the atom as having mass m and as a quantum
state that will use the MWM. We don’t know anything about the
initial position wavefunction of the atom, but we don’t need that to
model what we want.

Visualization: This is just a single peak at px0, shown in Fig-
ure 21.1

px

φ(px)

px0

Figure 21.1:

Solution: So we have the initial momentum wavefunction and we
insert this into Eq. (21.8):

ψ(x, t) =

√
h̄

2π

∞∫
−∞

φ(h̄k, 0)ei(kx−ωt)dk (21.14)

We get

ψ(x, t) =

√
h̄

2π

∞∫
−∞

√
1

σp
√

2π
e
−
(

h̄k−px0
2σp

)2

ei(kx−ωt)dk. (21.15)

This is really messy and doesn’t simplify easily. However, using
our C.A.S. we run the integral, and find the probability

P(x1, x2) =
∫ x2

x1

ψ∗(x, t)ψ(x, t)dx. (21.16)

In the end, the probability of measuring the atom between two
positions goes up and down as a function of time, as we expect.
We plot this in Figure 21.2

t

P(x1, x2)

Figure 21.2:

Assess: We expect the atom to move through the region at some
point, then to move out. So the probability of measuring it in the
region makes sense.
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Exercise 21.1 Show that the wavefunction from Eq. (21.12) is a
solution to the second-order differential equation (21.11b)

21.3 Velocity and Momentum

We now show that our choice for the momentum operator in the
position basis, Eq. (20.12) was a good one. We expect that the atom’s
velocity should be related to is average position:

v ≡ d
dt
〈

X̂
〉

. (21.17)

We’ll expand the average in the position basis:

v =
d
dt
(
〈Ψ| X̂ |Ψ〉

)
(21.18a)

=
d
dt

∞∫
−∞

ψ∗(x, t)xψ(x, t)dx. (21.18b)

But we know that the time derivative of an operator is related to the

Using Completeness Span-

ner and Wavefunctioner.

average of the commutator of the operator with the Hamiltonian,
Eq. (13.3b):

d
dt
〈

X̂
〉
=

i
h̄
〈[

Ĥ, X̂
]〉

. (21.19)

We need to do the commutator for the free-space Hamiltonian. This
gives us This will be an exercise, too.[

P̂2
x

2m
, X̂
]
= − ih̄

m
P̂x. (21.20)

So we get for our velocity

v =

〈
P̂x
〉

m
(21.21)

which matches nicely with what we would expect.

Exercise 21.2 Show that the commutator in Eq. (21.20) is correct.

Example 21.2 What is the velocity for the atom from Example
21.1?

Model: We again model our atom as having the momentum
wavefunction

φ(px, 0) =

√
1

σp
√

2π
e
−
(

px−px0
2σp

)2

(21.22)
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where σp is the width of the Gaussian. We’ll find the average
momentum and use that to get the velocity. It makes sense to work
in the momentum basis here.

Visualization: This is the same picture as before.

Solution: We need the average momentum. In terms of the mo-
mentum basis

〈
P̂x
〉
=

∞∫
−∞

φ∗(px)pxφ(px)dpx = px0. (21.23)

So the velocity is just px0/m.

Active Reading 21.5: Work
out the integral on your own.

Assess: The units are right and it makes sense given the initial
Gaussian momentum wavefunction centered at px0.

Exercise 21.3 An atom traveling in a line is given an initial posi-
tion wavefunction

ψ(x, 0) =
1

(2πσ2
x)

1/4 e−(x−x0)
2/(4σ2

x )eip0x/h̄. (21.24)

What is the atom’s velocity?

Exercise 21.4 What if we model an atom traveling in a line with
the initial momentum wavefunction

φ(px, 0) =
√

px0δ(px − px0); (21.25)

what is the position wavefunction ψ(x, t)? Is it normalized? Ex-
plain.



22 Part II Summary and Test

In this part we have covered models that describe the time evolution
of the quantum state based on the Hamiltonian. We covered states
that utilize multiple parameters to describe the quantum system and
how those parameters are connected through the uncertainty rela-
tionship. We moved to multiple quantum systems and modeled pure
states, mixed states and entangled states. We used this to model the
measurement process. Finally we moved to continuous parameters
describing quantum states and focused on one-dimensional position
and momentum.

It is important to practice using these tools to model experiments.
The following set of exercises is a good way to test your understand-
ing of these models. Try to do these without referring to the previous
text. If you can do all of them and your solutions agree with those
provided on the following pages, then you are in pretty good shape
to move forward with the material. If not, you should specifically
review the material you do not have mastery of yet, then retry the
test exercises.

Exercise 22.1 A student is wondering if she can write the momen-
tum wave function of a free particle of mass m in an infinitely long
tube as

φ(px) =

{
A cos(πpx/p0), −p0/2 ≤ px ≤ p0/2,
0 otherwise

(22.1)

where p0 and A are constants.

(a) How would you respond to her? (Is this a physically accept-
able wave function?) Explain.

(b) Determine A. What are its units?

(c) If you measured px of many particles prepared in this state,
find the rms deviation ∆Px of the results.
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Exercise 22.2

(a) What is the normalized position wavefunction corresponding
to the normalized momentum distribution from the previous
exercise?

(b) Find the probability that the particle’s position would be
measured within the region 0 ≤ x ≤ h̄/p0.

(c) Is the Heisenberg Uncertainty Principle satisfied for this wave-
function? What is ∆X∆Px?

Exercise 22.3 A hypothetical quantum system has a Hamiltonian
Ĥ and an observable L̂ given by

Ĥ ⇒ E0

 3 0 0
0 2 0
0 0 1

 and L̂⇒ `0

 0 i 1
−i 0 0
1 0 0

 , (22.2)

where our basis is the set of energy eigenvectors |1〉, |2〉, and |3〉.
The system starts in the state

|Ψ(0)〉 = 1√
7
|1〉+

√
3
7
|2〉+ i

√
3
7
|3〉 . (22.3)

(a) Is L̂ conserved? How can you tell?

(b) What is |Ψ(t)〉?
(c) What is

〈
L̂(t)

〉
?

Exercise 22.4 Suppose you are given Alice’s part of the quantum
state

|Ψ〉 = 1
2
|HH〉 −

√
3
8
[|HV〉+ |VH〉] . (22.4)

(a) What is Alice’s reduced density matrix?

(b) Is the original state an entangled state or a product state? How
can you tell?

(c) If Alice measures σ̂2 many times with identical copies of her
state, what will the average measurement be?

Stop here and don’t continue reading until you have completed the
exercises.
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Example 22.1 A student is wondering if she can write the mo-
mentum wave function of a free particle of mass m in an infinitely
long tube as

φ(px) =

{
A cos(πpx/p0), −p0/2 ≤ px ≤ p0/2,
0 otherwise

(22.5)

where p0 and A are constants.

(a) This isn’t a physically acceptable wavefunction. We plot the
wavefunction in Figure 22.1 and see that, although it is contin-
uous, it is not smooth. There aren’t real-world situations where
the wavefunction will have sharp corners like this.

px

φ

−p0/2 p0/2

Figure 22.1:

(b) Although the wavefunction is not physical, we still want to
work with it and see how it behaves. We need to normalize this:

1 =

∞∫
−∞

φ∗(px)φ(px)dpx =

p0/2∫
−p0/2

|A|2 cos2(πpx/p0)dpx =
|A|2 p0

2
.

(22.6)
So we have A =

√
2/p0.

(c) We consider a measurement of the momentum px of many
particles prepared in this state, and want the rms deviation ∆Px

of the results. We need two things to calculate this:
〈

P̂x
〉

and〈
P̂2

x
〉
. We do both of these:

〈
P̂x
〉
=

p0/2∫
−p0/2

2
p0

px cos2(πpx/p0)dpx = 0 (22.7)

and

〈
P̂2

x

〉
=

p0/2∫
−p0/2

2
p0

p2
x cos2(πpx/p0)dpx =

p2
0
(
π2 − 6

)
12π2 . (22.8)

The uncertainty in measuring the momentum is then

∆Px =

√〈
P̂2

x
〉
−
〈

P̂x
〉2

= p0

√
(π2 − 6)

12π2 . (22.9)
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Example 22.2

(a) We now want the normalized position wavefunction corre-
sponding to the momentum wavefunction from the previous
example. We use the Fourier transform to find this:

ψ(x) =
1√
2πh̄

p0/2∫
−p0/2

√
2
p0

cos(πpx/p0)eipx x/h̄dpx (22.10a)

=
√

p04πh̄3 cos
( p0x

2h̄
)

π2h̄2 − p2
0x2

. (22.10b)

We check the normalization of this wavefunction and find
∞∫
−∞

p04πh̄3 cos2 ( p0x
2h̄
)(

π2h̄2 − p2
0x2
)2 dx = 1 (22.11)

as we need for a normalized wavefunction. The position wave-
function is shown in Figure 22.2.

px

ψ

−20h̄/p0 20h̄/p0

Figure 22.2:

(b) We now want the probability that the particle’s position would
be measured within the region 0 ≤ x ≤ h̄/p0. We use the
probability density to find this:

P(0 ≤ x ≤ h̄/p0) =

h̄/p0∫
0

ψ∗(x)ψ(x)dx (22.12a)

=

h̄/p0∫
0

p04πh̄3 cos2 ( p0x
2h̄
)(

π2h̄2 − p2
0x2
)2 dx (22.12b)

≈0.127. (22.12c)

(c) Finally, we want ∆X∆Px to check to see if ∆X∆Px ≥ h̄/2. We
need ∆X first.

〈
X̂
〉
=

∞∫
−∞

p04πh̄3 cos2 ( p0x
2h̄
)(

π2h̄2 − p2
0x2
)2 xdx = 0 (22.13)

〈
X̂2
〉
=

∞∫
−∞

p04πh̄3 cos2 ( p0x
2h̄
)(

π2h̄2 − p2
0x2
)2 x2dx =

π2h̄2

p2
0

(22.14)

So ∆X = πh̄/p0. Therefore,

∆X∆Px =

√
π2 − 6

12
h̄ ≈ 0.57h̄ (22.15)

so we have satisfied the Heisenberg Uncertainty Principle with
this state.
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Example 22.3 We have a hypothetical quantum system with a
Hamiltonian Ĥ and an observable L̂ which are given by

Ĥ ⇒ E0

 3 0 0
0 2 0
0 0 1

 and L̂⇒ `0

 0 i 1
−i 0 0
1 0 0

 , (22.16)

where our basis is the set of energy eigenvectors |1〉, |2〉, and |3〉.
The system starts in the state

|Ψ(0)〉 = 1√
7
|1〉+

√
3
7
|2〉+ i

√
3
7
|3〉 . (22.17)

(a) We first want to know if L̂ is conserved? If
[
Ĥ, L̂

]
= 0, then the

average measurement of L̂ doesn’t change and L̂ is conserved.
So we check the commutation relationship:

[
Ĥ, L̂

]
= ĤL̂− L̂Ĥ = E0`0

 0 i 2
i 0 0
−2 0 0

 6= 0 (22.18)

so this is not a conserved quantity (or d
〈

L̂
〉

/dt 6= 0).

(b) We want to know what the time evolution is, so we first find
|Ψ(t)〉. Using the technique 12.1, we first need to know what
the energies are for the three eigenstates. We notice that Ĥ is
diagonal, so

Ĥ |1〉 =3E0 |1〉 (22.19a)

Ĥ |2〉 =2E0 |2〉 (22.19b)

Ĥ |3〉 =E0 |3〉 . (22.19c)

Therefore, the time-dependent state is

|Ψ(t)〉 = 1√
7

e−i3E0t/h̄ |1〉+
√

3
7

e−i2E0t/h̄ |2〉+ i

√
3
7

e−iE0t/h̄ |3〉 .

(22.20)

(c) Finally, we find
〈

L̂(t)
〉
:〈

L̂(t)
〉
= 〈Ψ(t)| L̂ |Ψ(t)〉 (22.21a)

=− 2`0
√

3
7

[
sin
(

E0t
h̄

)
+ sin

(
2E0t

h̄

)]
(22.21b)

Example 22.4 We are given Alice’s part of the quantum state

|Ψ〉 = 1
2
|HH〉 −

√
3
8
[|HV〉+ |VH〉] . (22.22)
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(a) We first want Alice’s reduced density matrix. Using the re-
duced density matrix definition from Eq. (18.6).

ρHH =αHHα∗HH + αHVα∗HV =
5
8

(22.23a)

ρHV =αHHα∗VH + αHVα∗VV = −
√

3
32

(22.23b)

ρVH =αVHα∗HH + αVVα∗HV = −
√

3
32

(22.23c)

ρVV =αVHα∗VH + αVVα∗VV =
3
8

. (22.23d)

So we have the reduced density matrix

ρ̂Alice =

 5
8 −

√
3

32

−
√

3
32

3
8

 . (22.24)

(b) This doesn’t look like a maximally entangled density matrix,
but it also doesn’t look like a product state density matrix.
We see that we can’t factorize the original state, so it must be
entangled.

(c) We also want the average measurement of σ̂2 for many mea-
surements using the initial identical state. However, since Alice
only has access to her piece of the state, she only measures us-
ing her reduced density operator. The average measurement is
then

〈σ̂2〉 = Tr (ρ̂σ̂2)⇒ Tr

 5
8 −

√
3

32

−
√

3
32

3
8

(0 −i
i 0

)
= 0. (22.25)

We might have expected this result, since Alice’s state is in the
V − H basis and not in the CR − CL basis.



Part III Interference And Quantum Bound States

We describe the Matter Wave Model and several applications. We
then describe a handful of different systems that we will model as
bound states and look at how they interact with electromagnetic
waves.

Interference

Cavities and Wells

Quantum Har-
monic Oscillator

3-D Confinement

Angular Momentum



23 MWM Interference

23.1 Single Slit Diffraction

We now apply the Matter Wave Model to a set of experiments that
exhibit wave-like behavior when using electrons, neutrons, atoms,
or other small objects with mass. We developed an interference
model using ElMaWs back in Section 1.4. This model can be used to
describe the diffraction of waves from a single slit — this model is de-
veloped in introductory physics books. The same phenomena appear
in our MWM. Experiments by Zeilinger, et al. using slow thermal
neutron with a single slit width a = 90 µm reveal the characteristic
tall, broad central peak surrounded by smaller peaks (Fig. 23.1).
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Rev. Mod. Phys. , Vol. 60, No.o. 4, October 1988Figure 23.1: Single slit diffrac-
tion observed using slow ther-
mal neutrons and slit width
a = 90 µm. [Taken from A.
Zeilinger, et al., Rev. Mod. Phys.
60, 1067 (1988).] The solid line
is a theoretical prediction.

We use the position and momentum wavefunctions to model
the dynamics of the quantum objects in this system. We model
the neutrons as being very large plane waves with a constant z-
momentum pz as they come in from the left and reach the slit. In this
model, the initial momentum in the x direction is very small: px ≈ 0.
Although the wavefunction is not normalized, we model this as a
small constant piece of a much larger wavefunction that tapers off at
distances much larger than the slit width a.

z

x Detector
Screen

ψinc(x, t)

a

L

x

Figure 23.2: Setup for a single
slit diffraction experiment. The
MWM neutrons with wavefunc-
tion ψinc(x, t) are incident upon
a slit of width a that is centered
on the y-axis in the xy-plane.
The neutrons are then observed
to strike a screen a distance
L� a from the slit.
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We model the experiment with the schematic shown in Fig. 23.2.1 1 The following derivation
was heavily influenced by the
treatment found in W. Görlich,
I. Hoffmann, T. Schürmann,
arXiv:0812.4775v4 (2010).

The MWM neutrons with wavefunction ψinc(x, t) are incident upon
a slit of width a that is centered on the y-axis in the xy-plane. The
neutrons are then observed to strike a screen a distance L � a from
the slit. For the Zeilinger experiment, L = 5 m, which is much larger
than the slit width a = 90 µm.

Conceptually, what happens when the wavefunction reaches the
slit is that only a piece of the wave passes through the slit. We’ll
model the slit as not changing the z or y properties of the wavefunc-
tion, but it chops the x wavefunction so that after the slit it becomes: z

x

ψinc(x, t) ψafter

a
pz pz

ψafter(x, 0) =


1√
a
|x| ≤ a

2
0 |x| > a

2

(23.1)

where the 1/
√

a is the normalization constant for ψafter and we’ve
set t = 0 at the moment the wavefunction reaches the slit. To see
what happens to the neutrons in the MWM, we need to know the
momentum distribution. So we use Eq. (20.23c) to get the momentum
wavefunction:

φ(px) =
1√
2πh̄

∞∫
−∞

e−i px
h̄ xψ(x)dx (23.2a)

=
1√

2πh̄a
eipxa/(2h̄) − e−ipxa/(2h̄)

ipx/h̄
(23.2b)

=

√
a

2πh̄
sin(pxa/(2h̄))

pxa/(2h̄)
. (23.2c)

The momentum wavefunction probability density is thus

P(px) =
a

2πh̄

[
sin(pxa/(2h̄))

pxa/(2h̄)

]2

. (23.3)

px

P(px)

We now relate the momentum at the slit to the probability of the
neutron reaching a particular position x on the screen. A neutron
with momentum px at the slit will reach the screen at time t = mL/pz

and will arrive at point

x =
px

m
t =

pxL
pz

. (23.4)

In order for the neutron to be detected on the screen in the range x to
x + dx, it must have momentum in the range px to px + dpx. So

dpx =
pz

L
dx (23.5)

Therefore, the probability of detecting the neutron in the region dx is
(written using the z-direction momentum scale kz = pz/h̄) Active Reading 23.1: Fill in

the missing steps and substitu-
tions.
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P(x)dx = P(px)dpx =
kza
2πL

[
sin(kzax/(2L))

kzax/(2L)

]2

dx. (23.6)

This is very similar to the intensity pattern expected for single-slit
diffraction for ElMaWs (Fig. 23.3). This reinforces the similarities we
saw between our MWM and the ElMaW model. In particular we have the rela-

tionship between the probabil-
ity density in the MWM and
the intensity of ElMaWs:

P(x) ↔ I(x). (23.7)

Figure 23.3: Single slit diffrac-
tion intensity graph and
photograph of actual pat-
tern for light. [Taken from
http://en.wikipedia.org/

wiki/Diffraction]

23.2 Diffraction with Gratings

We extend our MWM from diffraction by single slits discussed in
the previous section to multiple slits. The resulting measurement
probability mimics what would be found in the optical case. For N
slits of width a with center-to-center separation d, the intensity on a
screen a distance L� a, d is2 2 G. R. Fowles, Introduction to

Modern Optics, 2nd ed. (Dover,
New York, 1989), p.123.P(x) = P0

(
sin(kzax/(2L))

kzax/(2L)

)2
 sin

(
Nkzdx

2L

)
N sin

(
kzdx
2L

)
2

, (23.8)

where P0 is the probability density at x = 0. Graphs of the ElMaW
intensity I(x) for several different values of N are shown in Fig. 23.4
where we see that increasing the number of slits narrows the in-
terference maxima without changing their location. The single slit
diffraction pattern forms an envelope for the overall pattern.

Exercise 23.1 Derive Eq. (23.8). You can look it up in a book and
use that as a template if you need to. Verify that P(x = 0) = P0

and that Eq. (23.8) reduces to the single slit result for N = 1.
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Figure 23.4: Graphs of the N-
slit intensity pattern obtained
from Eq. (23.8) with slit separa-
tion d = 3a (a = slit width) for
N = 2 and 20 illustrating the
narrowing of constructive peaks
as N increases.

The first demonstration of atomic beam interference with a
nanofabricated diffraction grating was conducted by Keith, et al.
who diffracted a collimated beam of sodium atoms with a grating
with d = 0.2 µm formed from a gold membrane.3 A schematic of 3 D. W. Keith, et al., Phys. Rev.

Lett. 61, 1580 (1988).a matter wave diffraction grating experiment is shown to the right,
and data from the Keith experiment is shown below the schematic.
Many other groups refined this technique, sharpening the maxima to
levels more comparable to what has been achieved at the optical level
(e.g., see A. D. Cronin, J. Schmiedmayer, and D. E. Pritchard 81, 1051

(2009)).

Sodium Oven

Diffraction
Grating

Collimating Slits

Detector

VOLUME 61, NUMBER 14 PHYSICAL REVIEW LETTERS 3 OcTQBER 1988
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beam with a divergence of 10 grad. Individual atoms
are detected after surface ionization on a 25-pm-diam
hot wire (Pt-W alloy) located 1.5 m downstream from
the second slit. The detector can be moved perpendicu-
larly to the beam in 10-ium (7 prad in angle) steps to
measure the profile of the beam. The resulting angular
resolution is -25 iurad as can be seen in Fig. 2(a).
Figure 2(b) shows the profile of the atomic beam

diffracted by the grating which is placed —1 cm on the
detector side of the second collimating slit. The positions
of the diffracted orders are given by the usual grating
equation for small angles, e„=n)da/d where d is the
grating period, which gives 8+ ~ =85 prad for our stan-
dard case. The second-order peaks are suppressed be-
cause the slit width is half the grating period. The

higher orders are lost in the noise (e.g. , the intensity of
the n - ~ 3 orders should be only 4.5% of n =0).
In order to increase the separation of the diffracted

beams it is possible to lower the velocity of the sodium,
and hence increase its de Broglie wavelength, by using a
heavier carrier gas. This is because the gas velocity after
expansion is inversely proportional to the square root of
the mass. It is helpful to use a noble gas in order to
suppress the formation of molecules and clusters; we
chose xenon. Figure 2(c) shows the diffraction of the
slow beam by the grating. The separation of the first-
order peaks is 240 iurad, which is 1.5 times the separa-
tion for argon carrier gas. This indicates that we did not
realize the full slowing predicted by the mass ratio,
(rssxJmA, ) ' =1.8. We presume that this is due to re-
sidual argon in the reservoir or to a velocity slip of the
two components.
The strong intermediate peaks visible in Fig. 2(c)

must be caused by a grating aberration with a period
twice the fundamental. The deformation responsible is
clearly evident in Fig. 3. This aberration is only present
in isolated regions of the grating; it is caused by uneven
tension in the grating membrane. Figure 2(d) shows the
beam seeded with argon diffracted by a region of the
grating with the same aberration. The variation in total
signal strength between the data sets is due to long-time
scale fluctuations in the raw beam intensity.
The diffraction gratings demonstrated here offer

significant advantages over existing beam splitters which
might be used to construct an atom interferometer. We
first present some reasons for our interest in an atom in-
terferometer, followed by a discussion of the relative
merits of beam splitters which could be used to build
one.
Interferometers measure the difference in phase accu-

mulated by a particle while traveling between two points
over different paths. The phase of the quantum-
mechanical amplitude for a particle to go between two
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i I 'II lilil

—200 —100 100 200

FIG. 2. Experimental profile of the Na beam. The y axes
are the number of detected atoms; the counting time at each
point is —1 sec. The line through the points is only for visual
effect. As explained in the text, (a) is the undiffracted beam,
and (b)-(d) show the beam diffracted by transmission through
the grating. In (c) the carrier gas is Xe, in the other cases it is
Ar.
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FIG. 3. Scanning electron microscope micrograph of a por-
tion of the grating that was damaged during mounting.
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Figure 23.5: The top graph
(a) shows the atomic intensity
pattern without the grating,
while the bottom graph (b)
shows the central maximum
and two first-order constructive
peaks when the grating is put
in place.

All of this work was done with diffraction gratings made of ma-
terials, but it turns out this is not the only way to make a grating.
Light exerts forces on atoms and a diffraction grating can be made
with a standing optical wave. Furthermore, early work on diffraction
gratings (i. e. Bragg scattering) used electrons scattered from crys-
tal lattices. All of these experiments can be modeled using MWM
interference.

Exercise 23.2 Determine and plot the diffraction intensity pat-
tern for the Keith grating experiment which used sodium atoms
traveling about 1000 m/s. The grating period was 0.2 µm, and
the detector was placed about 1.5 m from the grating. From the
photograph in the paper, the slit width appears to be about 1/3rd
the slit spacing.

23.3 Three-Grating Interferometers

Diffraction gratings are particularly good at producing clear interfer-
ence patterns demonstrating the wave properties of matter. A wave
passing through a grating could have come from any one of a signif-
icant number of slits, which produces very sharp constructive inter-
ference fringes. The fact that the fringes produced by gratings are so
sharp implies a property that makes then very useful for applications:
they coherently split a single beam into multiple beams. Using mul-
tiple gratings allows one to coherently split, reflect, and recombine
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beams, forming an interferometer. A schematic of a 3-grating interfer-
ometer is shown in Fig. 23.6. Three-grating interferometers have

Neutron Source

Collimating Slits

Diffraction Gratings

Detector
z

x

L L

Figure 23.6: A schematic of
a 3-grating interferometer.
The dark lines indicate the
primary beams of particles
to be used, while the dashed
lines represent some of the
secondary beams not used in
the experiment.

been built for atomic beams using material and optical gratings.4 and 4 A. D. Cronin, J. Schmiedmayer,
and D. E. Pritchard 81, 1051

(2009).
for neutrons using perfect silicon crystal interferometers (Fig. 23.7).
Matter interferometers have a wide variety of applications in addition
to probing fundamental physics. Since atoms have internal degrees
of freedom, there are many more variations of experiments one can
do in matter interferometry than with light, and with greater position.
Better atomic clocks and accelerometers are just two examples.

H5
upu2

2mi
2
GMmg

r 2V–r3p, ~1!

where G is Newton’s universal gravitational constant, mi and
mg are the inertial and gravitational masses of the neutron,
M is the Earth’s mass, V is the Earth’s angular velocity of
rotation, r is the neutron’s position relative to the Earth’s
center, and p is the neutron’s canonical momentum. The La-
grangian can be written down using the inverse Legendre
transformation

L5p–v2H

5
1
2 miuvu21

GMmg

r 1mi~V3r!•v112 miuV3ru2, ~2!

where v is the neutron’s velocity relative to the interferom-
eter. The canonical momentum is readily obtained from this
Lagrangian,

p5
]L
]v5miv1mi]3r. ~3!

Since the interferometer is very small compared to the
Earth’s radius R, we define a local position variable x5r2R,
where R is taken to extend from the center of the Earth to the
point at which the neutron enters the interferometer. Thus, to
a very good approximation we have

L> 1
2miuẋu21mgg–x1mi~V3x!• ẋ1L0 , ~4!

where L05L(R), the velocity vrs5ẋ, and

g52S GMR2 R̂1
mi

mg
V3~V3R!D ~5!

is the effective acceleration due to gravity and the centrifugal
force. The magnitude of this effective gravitational accelera-
tion is 9.800 m/s2 at the surface of the Earth in Columbia,
Missouri, as determined from values measured in St. Louis
and Kansas City @10#. Although g contains a component de-
rived from the centrifugal force and thus couples the gravi-
tational and inertial masses, we do not expect this to be a
problem in this experiment because it is expected from clas-
sical physics to result in a reduction in the magnitude of g of
only 2 parts in 1000 from the value determined by gravity
alone.
When the neutron is inside the aluminum phase shifter,

the Lagrangian has an additional component due to the
neutron-nuclear optical potential Un related to the strong
nuclear force, so that the total Lagrangian inside the alumi-
num is

FIG. 3. The beamport B neutron interferometry apparatus at
MURR: ~a! a top view of beamport B illustrating the positions of
the interferometer and the double crystal monochromator, and ~b! a
closeup view showing the box within a box vibration isolation ar-
rangement.

FIG. 4. A photograph of the skew-symmetric interferometer
used in this experiment. The dimensions of the interferometer are
d1516.172 mm, d2549.449 mm, and a52.621 mm. This interfer-
ometer was machined in the physics shop at the University of
Missouri-Columbia.

FIG. 5. A photograph of the symmetric interferometer used in
this experiment. The blades of the interferometer are 3.077 mm
thick and 50.404 mm apart. This interferometer was machined at
Atominstitut, Vienna, Austria.

56 1769TWO-WAVELENGTH-DIFFERENCE MEASUREMENT OF . . .

~ 10 cm

Figure 23.7: A perfect silicon
crystal neutron interferometer.
[Taken from K. C. Kittrell, B. E.
Allman, and S. A. Werner, Phys.
Rev. A. 56, 1767 (1997).]

23.4 Path Integral Model

We return to the Schrödinger Equation and the time evolution of our
one-dimensional continuous quantum state. Given that we know the
state of the freely evolving system at time t1: |Ψ(x1, t1)〉 ≡ |x1〉, what
is the state of the system at some later time, t2, |Ψ(x2, t2)〉 ≡ |x2〉?
Since our Hamiltonian (Ĥ = P̂2

x /(2m)) is time-independent, we can
informally solve the Schrödinger Equation, Eq. (12.11): We saw in Section 17.4 how

to work with an operator in

the exponent. We use the
Schrödinger Equationator.

ih̄
d
dt
|Ψ〉 =Ĥ |Ψ〉 (23.9a)

↓ (23.9b)

|Ψ(t)〉 =e−i Ĥ
h̄ t |Ψ(0)〉 (23.9c)

So now we can find the evolution starting with the specific state |x1〉
and get

|Ψ(x2, t2)〉 = e−i Ĥ
h̄ (t2−t1) |x1〉 (23.10)

for total energy H = p2
x/(2m). We’ll first call the time difference

t2 − t1 ≡ ∆t. We define the amplitude C(x1, t1; x2, t2) (or just C1,2) as
the inner product of 〈x2|Ψ(x2, t2)〉:

C1,2 ≡ 〈x2| e−i Ĥ
h̄ ∆t |x1〉 . (23.11)
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If we now cut the time interval in half and insert a spanning basis in
x, we get:

C1,2 = 〈x2| e−i Ĥ
h̄ ∆t/2e−i Ĥ

h̄ ∆t/2 |x1〉 (23.12a)

=

∞∫
−∞

〈x2| e−i Ĥ
h̄ ∆t/2 |x〉 〈x| e−i Ĥ

h̄ ∆t/2 |x1〉 dx. (23.12b)

The meaning of this is the Feynman Path Integral: to find the ampli-
tude of a state going from x1 to x2, we add up the amplitudes of the
state moving through all possible intermediate states. If we are mov-
ing along a single path, or several discrete paths, we just need to add
up the phases Ca,b for each step along the path. This is equivalent to
the interference model we used for the CEWAM in Section 1.5.

23.5 Simple Mach-Zehnder Matter Interferometer

To understand better how a matter interferometer works, we’re
going to step away from the 3-grating interferometer and instead
analyze a simpler matter analog of an optical Mach-Zehnder (M-Z)
interferometer.5 This will lead to essentially the same results as the 5 The treatment in this section

was inspired by J. S. Townsend,
Quantum Physics, (University
Science Books, Sausalito, CA,
2010), Chapter 1.

3-grating interferometer without having to delve more deeply into
the details of the multiple beams produced by a grating. We start
with the setup for a typical M-Z interferometer (Fig. 23.8).

Beamsplitter A

Incident
Beam

Mirror B

Mirror C

Beamsplitter D

Detector 1

Detector 2

L0

H0

Figure 23.8: Setup for a typical
Mach-Zehnder interferometer.

We model the incident collimated atomic (or other quantum
object) beam has having a well-defined initial momentum p0 =

h̄k0. The beam passes through 50:50 beamsplitter A, which splits
the beam equally into two new beams, one which is transmitted
directly toward mirror B, while the other beam is reflected toward
mirror C. The mirrors then reflect the beams toward the second 50:50
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beamsplitter D, from which the beams may be transmitted to either
of two detectors #1 and #2. By comparing Fig. 23.8 with Fig. 23.6,
we see that in a 3-grating interferometer, the first grating plays the
role of beamsplitter A, the second grating plays the role of the two
mirrors B and C, and the third grating acts as beamsplitter D.

Wavefunction Propagation

Because our model has the incident beam with a well-defined wave
number k0, this implies that the wave functions are approximately

Ψ(s, t) = Aeik0se−iω0t, (23.13)

where ω0 = p2
0/(2mh̄) and s is the position variable along the di-

rection of motion. We model the beam’s interaction with the beam
splitters and mirrors as elastic collisions so that the kinetic energy
(and thus, ω0) does not change. Therefore all wave functions will
have the same overall factor e−iω0t, which can be then ignored. Thus,
we model the free propagation of the wavefunction inside the interfer-
ometer using the time-independent wave function

ψ(s) = eik0s, (23.14)

where s is the distance traveled by the beam and we’ve set the nor-
malization constant A = 1 for later convenience.

Beamsplitters

What happens when the matter wave reaches a beamsplitter? For
convenience, we are going to model the beamsplitter as a 50:50

beamsplitter, which means that there is a 50% chance that the object
will be either transmitted or reflected. We consider the complex
amplitudes for transmission and reflection, Tbs and Rbs, respectively,
such that

Probability of transmission = |Tbs|2 =
1
2

, (23.15a)

Probability of reflection = |Rbs|2 =
1
2

. (23.15b)

We saw in Section 4.1 that there was a 90◦ phase shift on reflection
from the ElMaW beamsplitter. Experiments show that this is also
the case in the MWM. So we model the transmission and reflection
amplitudes as

Tbs =
1√
2

, (23.16a)

Rbs =
i√
2

. (23.16b)
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Mirrors

We model the mirrors as ideal mirrors that reflect 100% of the beam.
Again, there is a phase shift on reflection, so we model the reflection
coefficient for a mirror as

Rm = −1. (23.17)

We now have everything we need to model the motion of a matter
wave through the M-Z interferometer.

Detection Probability

We now make use of the path integral model from Section 23.4: to
find the probability amplitude that the beam reaches detector #1,
we multiply all the amplitudes of the stages along each path. Our
model from Fig. 23.8, implies that there are two different paths from
Beamplitter A to detector #1:

Path ABD: A→ B→ D→ detector #1,
Path ACD: A→ C→ D→ detector #1.

In the MWM, total quantum probability of reaching detector #1 is
obtained by (modulus) squaring the sum of the quantum amplitudes
of reaching detector #1 for each path.

Path ABD

We begin by modeling the input amplitude of the wave on beam
splitter A as

ψinc = eik0s0 (23.18)

where s0 is a constant which could be the distance from the beam
source. The aplitudes for this path are

1. Incident Amplitude: ψinc

2. Transmission by Beamsplitter A: ψA = Tbs

3. Propagation from Beamsplitter A to Mirror B: ψA→B = eik0sA→B =

eik0L0

4. Reflection by Mirror B: ψB = Rm

5. Propagation from Mirror B to Beamsplitter D: ψB→D = eik0sB→D =

eik0 H0

6. Reflection by Beamsplitter D into Detector #1: ψD = Rbs
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Putting all this together gives the total quantum amplitude of reach-
ing detector #1 via path ABD: Active Reading 23.2: Make

sure you can fill in the missing
steps.ψABD = ψincψAψA→BψBψB→DψD, (23.19a)

= eik0s0Tbseik0L0Rmeik0 H0Rbs, (23.19b)

= −i
1
2

eik0s0 eik0(L0+H0). (23.19c)

Path ACD

Similarly, the amplitude for path ACD comes from the steps

1. Incident Amplitude: ψinc

2. Reflection by Beamsplitter A: ψA = Rbs

3. Propagation from Beamsplitter A to Mirror C: ψA→C = eik0sA→C =

eik0 H0

4. Reflection by Mirror C ψC = Rm

5. Propagation from Mirror C to Beamsplitter D: ψC→D = eik0sC→D =

eik0L0

6. Transmission by Beamsplitter D into Detector #1: ψD = Tbs

Putting all this together gives the total quantum amplitude of reach-
ing detector #1 via path ACD: Active Reading 23.3: Again,

there are steps missing - make
sure you’ve got them.ψACD = ψincψAψA→CψCψC→DψD, (23.20a)

= eik0s0Rbseik0 H0Rmeik0L0Tbs, (23.20b)

= −i
1
2

eik0s0 eik0(L0+H0). (23.20c)

Notice that the probability amplitudes for each path are the same in
this case: ψABD = ψACD.

Probability Density for Reaching Detector #1

The total probability density for reaching detector #1, P1 is then
obtained by modulus squaring the sum of the two amplitudes: Active Reading 23.4: More

missing steps here - work them
out in your notes.P1 = |ψABD + ψACD|2 (23.21a)

=

∣∣∣∣−i
1
2

eik0s0 eik0(L0+H0) − i
1
2

eik0s0 eik0(L0+H0)

∣∣∣∣2 = 1. (23.21b)

Thus, there is a 100% chance the particle will reach detector #1, while
the probability density of reaching detector #2 with this setup is zero.
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What happens if we block path ABD? Then the matter wave can
only reach detector #1 via path ACD, and so the probability density
of detection by #1 is

P1 = |ψACD|2

=

∣∣∣∣−i
1
2

eik0s0 eik0(L0+H0)

∣∣∣∣2
=

∣∣∣∣12
∣∣∣∣2 =

1
4

. (23.22a)

(23.22b)

The probability density for detection by detector #2 for the blocked
path case is also P2 = 1/4. Notice that P1 + P2 = 1/2 for the blocked Active Reading 23.5: Work

this one out.path case because beamsplitter A will send half the beam into the
blocked path so that part of the beam never reaches the detectors.

Exercise 23.3 Show that the probability density that the particle
reaches detector #2 is zero.

Exercise 23.4 Consider the M-Z experiment setup shown in
Figure 23.9 that is just like the previous one except a phase shifter
has been inserted in the path C→ D. The phase shifter multiplies
the propagation amplitude eik0s for particles traveling this path by
a phase factor eiϕ, where we can control the value of the angle ϕ.
[For light, this can be accomplished by inserting a plate of glass.]
Nearly all interferometry experiments involve doing something to
one path and not to the other, and then looking for the effects (a
phase difference) this causes in the detection probability densities.
Such phase differences are easily detectable so they form the basis
of some of the most sensitive experiments in physics.

(a) Calculate the probability density that the beam will be de-
tected by each detector, P1(ϕ) and P2(ϕ). Show that P1(ϕ) +

P2(ϕ) = 1, and that they reduce to the expected values when
ϕ = 0.

(b) Plot P1(ϕ) and P2(ϕ) on the same graph as functions of ϕ.
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Beamsplitter A

Incident
Beam

Mirror B

Mirror C ϕ

Beamsplitter D

Detector 1

Detector 2

L0

H0

Figure 23.9: Figure for Exercise
23.4.



24 Wave Packets

As we’ve been working with the free propagation of wavefunctions in
the MWM, we’ve ignored a pretty important piece of the model. The
wavefunction, as written in Eq. (21.12) is not normalizable:

ψ(x, t) = Aei(kx−ωt) (24.1a)

↓
∞∫
−∞

|ψ(x, t)|2 dx = ∞. (24.1b)

However, there is a modification to this model that makes it work.
These wavefunctions actually represent an infinite number of possible
solutions; we can add up solutions to make a wave packet that is
normalizable. We saw this in Eq. (21.8)

ψ(x, t) =

√
h̄

2π

∞∫
−∞

φ(h̄k, 0)ei(kx−ω(k)t)dk (24.2)

where the initial momentum wavefunctions φ(h̄k, 0) also need to be
normalizable. The good news is that this gives us the possibility for
making normalizable MWM wave packets. The bad news is that
there are only a few functions that make these integrals analytically
doable. We’ll focus on one of them: the Gaussian wave packet.

Another type of wave packet is

the function
√

α
2 sech(α(k− k0)).

24.1 Gaussian wave packets

Modeling a Classical Particle

One of the aspects of this model that we are interested in is the
ability to model a classical particle. We would like to be able to make
repeated measurements of our MWM wavefunction and get a set
of results similar to a classical Gaussian measurement probability
distribution function. We can then connect our classical measurement
uncertainties with the quantum measurement uncertainties. We call
this the Gaussian Wave Packet Particle Model. Furthermore, it will give
us the quantum state with the smallest ∆X∆Px permitted by the
Heisenberg uncertainty principle.
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Properties of a Gaussian Probability Distribution

x

PG(x)

σx = 2
σx = 1

σx = 0.5

x0

Figure 24.1: Graphs of PG(x)
with average x0 and σx = 0.5, 1
and 2.

We begin with a quick review of the properties of the Gaussian
probabilities distribution PG(x) which is given by

PG(x) =
1

σx
√

2π
e−(x−x0)

2/(2σ2
x ), (24.3)

where σx is the root-mean-square deviation of the distribution and
x0 is the average. As shown in Fig. 24.1, x0 denotes the location of
the maximum value of PG(x) while σx characterizes the width of the
curve. About 68% of the total area under the curve lies within the
range x0 − σx ≤ x ≤ x0 + σx. Active Reading 24.1: The 68%

property is a good one for you
to work out. Do the definite
integral with these limits.

Exercise 24.1 Use Eq. (24.3) to show that

〈
X̂
〉
=

∞∫
−∞

PG(x) x dx = x0, (24.4a)

〈
X̂2
〉
=

∞∫
−∞

PG(x) x2 dx = x2
0 + σ2

x , (24.4b)

and, therefore,

∆X =

√〈
X̂2
〉
−
〈

X̂
〉2

= σx. (24.5)

Gaussian Wave Packet

We now model a classical particle with a Gaussian wave packet that
characterizes the information about the particle’s position. Since a
particle exists in three dimensions, we model the full 3-dimensional
wave function Ψ(x, y, z, t) as a product of wave functions in each
dimension, We’ve talked about using mul-

tiple parameters to describe
our quantum state. This is one
place where we will do this
explicitly. Since the three spatial
dimensions are orthogonal, they
can be treated independently,
just like in classical mechanics.

Ψ(x, y, z, t) = Ψ(x, t)Ψ(y, t)Ψ(z, t) (24.6)

so that we can focus on the model in the x-direction and then extend
the results for the other two dimensions.

We begin by modeling the particle with a wave function ψG(x, 0)
that characterizes a quantum particle at position x0 at t = 0 with
momentum px = p0 and rms deviations σx and σp = h̄/2σx, respec-
tively. (To be consistent with the HUR, we want σxσp = h̄/2.) Since
P(x) = |ψ(x)|2, we try the wavefunction

ψG(x, 0) ?
=
√
PG(x) =

1
(2πσ2

x)
1/4 e−(x−x0)

2/(4σ2
x ). (24.7)

While this gives the desired position statistics, there’s nothing that
would give the particle momentum p0. In order to add the momen-
tum information, we multiply Eq. (24.7) by a phase factor eiα which
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does not affect the probability density. A particle with definite mo-
mentum px = p0 has a wave function ψp(x) ∝ eip0x/h̄. So if we
multiply Eq. (24.7) by eip0x/h̄ we get a model that has both sets of
properties: We already saw this one in

Exercise 21.3.
ψG(x, 0) =

1
(2πσ2

x)
1/4 e−(x−x0)

2/(4σ2
x )eip0x/h̄. (24.8)

This has the right statistical properties for the momentum as well.
The momentum wave function is, using the modified Fourier trans-
form from Eq. (20.23c), Active Reading 24.2: Fill in

the missing steps here.

φG(px, 0) =
1√
2πh̄

∞∫
−∞

ψG(x, 0)e−ipx x/h̄dx (24.9a)

=

√
2σx

h̄

(
1

2π

)1/4
e−(px−p0)

2σ2
x /h̄2

ei(p0−px)x0/h̄. (24.9b)

The momentum probability density is then

PG,p(px) = |φG(px, 0)|2 =
2σx

h̄

(
1

2π

)1/2
e−(px−p0)

2(2σ2
x /h̄2), (24.10)

where we’ve dropped the time dependence since we saw earlier that
the momentum probability density of a free particle is independent
of time. If we define the momentum wave packet spread as

σp ≡
h̄

2σx
, (24.11)

then Eq. (24.10) becomes

PG,p(px) =
1

σp
√

2π
e−(px−p0)

2/(2σ2
p). (24.12)

So our model now has a Gaussian position probability density with
average position x0 and rms deviation σx, and a Gaussian momentum
probability density with average momentum px = p0 and rms devi-
ation σp = h̄/2σx. In addition, at t = 0, the Heisenberg uncertainty
relationship is satisfied at the lowest possible (optimal) value,

∆X∆Px = σxσp = σx

(
h̄

2σx

)
=

h̄
2

. (24.13)

The effect of Eq. (24.13) is illustrated in Fig. 24.2 where we see that a
well-defined position (small σx) implies a less well-defined momen-
tum (large σp).

Exercise 24.2 Use Eq. (24.9b) to show that〈
P̂x
〉
= p0, (24.14a)〈

P̂2
x

〉
= p2

0 + σ2
p , (24.14b)
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and, therefore,

∆Px =

√〈
P̂2

x
〉
−
〈

P̂x
〉2

= σp. (24.15)

x

PG(x)

σx

p0

px

PG,p(px)

σp =
h̄

2σx

x0

Figure 24.2: Graphs of PG(x)
and PG,p(px) for a Gaussian
wave packet particle model.

24.2 Time Dependent Gaussian Wave Packet

Now that we have the Gaussian wave packet particle model at t = 0,
we want to model the wave packet dynamics when t > 0. Using
the description of the traveling MWM, Eq. (21.8), and the Fourier

transform tool, Eq ( Fourier Transformer), we find the time
dependent position wave function is

ψ(x, t) =
1√
2πh̄

∞∫
−∞

φG(px, 0)ei(px x/h̄−p2
xt/(2mh̄)) dpx. (24.16)

After doing the integration and some simplification this becomes

ψG(x, t) =
(

1
2π

)1/4 1
√

σx

√
1 + i h̄t

2mσ2
x

exp

 i[p0x− (p2
0t/2m)]/h̄

1 + i h̄t
2mσ2

x

 exp

− (x− x0)
2 + 2p0x0t/m

4σ2
x

(
1 + i h̄t

2mσ2
x

)


(24.17)

which reduces to Eq. (24.8) when t = 0.

Exercise 24.3 Start with Eq. (21.8), and Eq (24.9b) and show how
to get to Eq. (24.17).

The physically interesting quantity is the position probability
density for t > 0:

Active Reading 24.3: Work
this one out, too. I used my
C.A.S. to do this one.

PG(x, t) = |ψG(x, t)|2 (24.18a)

=
1√
2π

1

σx

√
1 + h̄2t2

4m2σ4
x

exp

− (x− x0 − p0t/m)2

2σ2
x

(
1 + h̄2t2

4m2σ4
x

)
 (24.18b)

This complicated expression can be simplified significantly if we
define the time-dependent rms deviation

σx(t) ≡ σx(0)

√
1 +

h̄2t2

4m2σx(0)4 , (24.19)
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where σx(0) = σx, the initial rms deviation. Substituting Eq. (24.19)
into Eq. (24.18b) gives a time-dependent Gaussian position probabil-
ity distribution,

Active Reading 24.4: Work
this one out in your notes.

PG(x, t) =
1

σx(t)
√

2π
exp

[
− (x− x0 − p0t/m)2

2σx(t)2

]
, (24.20)

where the position of the peak is moving with constant velocity
vx = p0/m,

〈x〉 = x0 +
p0

m
t, (24.21)

and the width of the peak, characterized by rms deviation σx(t), is
increasing with time. Thus, ψG(x, t) characterizes a classical-like
particle traveling with constant velocity in the x-direction.

In this model, the width of the Gaussian peak increases with time.
To characterize the time it takes to spread, we define the characteris-
tic spreading time tspread, which is obtained by looking at Eq.(24.19):

tspread ≡
2m[σx(0)]2

h̄
=

mh̄
2σ2

p
. (24.22)

Substituting Eq. (24.22) into Eq. (24.19) gives

σx(t) = σx(0)

√√√√1 +

(
t

tspread

)2

. (24.23)

Therefore, if t � tspread, the width of the peak changes little, but if
t ≥ tspread, the width of the peak increases significantly. But why
does it spread at all?

The reason that a wave pulse spreads is that it is made up of
matter waves of many different momenta characterized by a rms
deviation σp. That is, the wave packet can be thought of as existing
in a state composed of many different momenta. In a time interval
∆t, the components of the wave packet traveling with velocities
greater than the average, vx > p0/m, will get ahead of those traveling
with the average velocity, while the components with velocities less
than the average, vx < p0/m, will fall behind the average. Since
the PG(x, t) characterizes the spread in location, this means that the
curve will broaden from the initial width as time passes. Because
σp characterizes the spread in momentum, the model predicts that
a larger σp leads to a smaller tspread (i. e., faster spreading). If all the
components of the wave packet had the same momentum (σp ' 0),
there should be no spreading (tspread = ∞), as given by Eq. (24.22). In
a classical problem this is fine since PG(x, t) would characterize the
positions of a large number of particles. In quantum mechanics, the
meaning is very different since PG(x, t) could model the position of a
single atom.
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Exercise 24.4 Let’s put in some numbers for a small dust particle
and a cold atom. Suppose m ∼ 10−6 kg, σx(0) ∼ 10−6 m. Show
that for this dust particle, tspread ' 2× 1016 s, which indicates that a
Gaussian wave packet describing such a particle would propagate
without any significant spreading. Next find tspread for a cold
sodium-23 atom with a wavepacket spread of σx(0) ∼ 10−9 m.



25 Wave Packet Coherence

25.1 Dispersion

x

ψ(x)
vgr

t = 0

ψ(x)
|ψ(x)|2

x

ψ(x)

vph = vgr/2 t = 2

x

ψ(x)

t = 4

x

ψ(x)

t = 6

x

ψ(x)

t = 8

Figure 25.1: The wavefunc-
tion and the magnitude of the
wavefunction for time steps.

The Gaussian wave packet particle model predicts that the peak
of the wave packet will move forward with average velocity p0/m.
However, there is another velocity in the phase of the wavefunction.
Returning to Eq. (24.17), we plot the wavefunction and its magni-
tude in Figure 25.1. We see that there is also underlying velocity
associated with the phase fronts that isn’t visible in the probability
density. Our Matter Wave Model actually predicts this. We go back to
Eq. (21.8)

ψ(x, t) =

√
h̄

2π

∞∫
−∞

φ(h̄k, 0)ei(kx−ω(k)t)dk (25.1)

where ω(k) = h̄k2/2m. We compare this to the Complex Electro-
magnetic Wave Amplitude Model we used in Section 1.5. There are
a couple of differences. Note that the angular frequencies of the two
models are different:

ω = ck︸ ︷︷ ︸
ElMaW

←→ ω =
h̄k2

2m︸ ︷︷ ︸
MWM

, (25.2)

where c is the speed of light in vacuum. We now define the phase
velocity vph as the speed at which a definite wavelength plane wave
travels:

vph ≡
ω(k)

k
. (25.3)

For the light and matter waves, we find

vph = c︸ ︷︷ ︸
ElMaW

←→ vph =
h̄k
2m︸ ︷︷ ︸

MWM

. (25.4)

As expected, we find that ElMaW plane wave travels the speed of
light, but how do we interpret the matter wave phase velocity? Using
the relation between momentum px and k, px = h̄k, the matter wave
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phase speed is

vph =
px

2m
=

vpeak

2
, (25.5)

where vpeak = px/m is the speed at which a the peak of the wave
packet moves. In our MWM, the definite momentum plane wave
travels at a speed that is half what a particle with that momentum
would travel.

There is another type of speed associated with a wave packet—the
group velocity. Because the Gaussian wave packet is composed of
many plane waves with wave numbers centered around a particular
value k0, the wave travels at the group velocity vgr defined by

vgr ≡
dω

dk

∣∣∣∣
k=k0

. (25.6)

The group velocity for the light and plane waves is then

vgr = c︸ ︷︷ ︸
ElMaW

←→ vgr =
h̄k0

m︸ ︷︷ ︸
MWM

, (25.7)

which is the wave packet peak velocity we found earlier. We see
that our Gaussian wave packet matter wave model behaves in many
respects like a classical particle. A wave packet with a well-defined
momentum p0 = h̄k0 will move undistorted at the group velocity
vgr = vparticle = p0/m. Furthermore, if the momentum is very well-
defined (σp is small), the spread time tspread is large, so it takes a long
time for the wave to spread, hence the packet propagates with no
significant distortion at the group velocity p0/m.

Exercise 25.1 The energy E of a spin-0 relativistic particle of mass
m and momentum p is modeled by E =

√
m2c4 + p2c2, where c is

the speed of light. Using the relations E = h̄ω and p = h̄k, find
the phase and group velocities associated with the quantum wave
motion of such a system. Express your answers in terms of the
speed vparticle that a classical particle would travel with if it had
the same mass and momentum. Comment.

25.2 Coherence Time and Length

We saw that there is a characteristic time scale for our Gaussian wave
packets: tspread, Eq. (24.22). Since the wave packet is moving in space
this also means that there is a characteristic length scale called the
coherence length:1 Although we treated the interfering matter waves in 1 A more detailed discussion

of some of these issues may be
found in C. Cohen-Tannoudji
and D. Guéy-Odelin, Advances
in Atomic Physics (World Scien-
tific, Singapore, 2011), Chapter
17.

Chapter 23 as large plane waves, a more accurate model is to describe
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them as Gaussian wave packets with large widths. There is another
length scale that plays an important role in the MWM interference,
especially in an interferometer. The longitudinal coherence length
describes the length scale over which the wave packet maintains a
relatively constant phase:

`c '
h̄
σp

. (25.8)

We wrote this with “'” rather than “≡” because this is an approx-
imate treatment. In order to have diffraction and interference with
slits of width a and separation d, we need to have `c � a, d. The same
condition applies to any situation where we have interfering wave
packets.

25.3 Modified M-Z Interferometer

We model the effect of a finite coherence length on the interference of
matter waves in a modified Mach-Zehnder interferometer, shown in
Figure 25.2. We extended one path of the interferometer by inserting
two mirrors and an extra path length ∆L. The effect of adding the
two mirrors on the overall phase is zero, since each mirror introduces
a phase shift of (−1).

Beamsplitter A

Incident
Beam

Mirror B

Mirror C1

Mirror C2

Mirror C3

Beamsplitter D

Detector 1

Detector 2

L0

H0

∆L
2

Figure 25.2: The modified
Mach-Zehnder interferometer
with a variable path length
difference.

The amplitude for a wave packet to arrive at Detector #1 via path
ABD is unchanged from Eq. (23.19c):

ψABD = −i
1
2

eik0s0 eik0(L0+H0). (25.9)

However, there is now an additional path length of ∆L in path ACD
leading to an amplitude of

ψACD = −i
1
2

eik0s0 eik0(L0+H0)eik0∆L. (25.10)
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So the overall probability density of the matter wave reaching Detec-
tor #1 is

Active Reading 25.1: Work
out the missing steps.

P1(∆L) = |ψABD + ψACD|2 =
1
2
[1 + cos(k0∆L)] , (25.11)

which we’ve graphed in Figure 25.3.

∆L

P1

Figure 25.3: The probability
density for measuring the
wave at Detector 1 (solid) and
Detector 2 (dashed).

Exercise 25.2 Show that the measurement probability density for
Detector #2 is

P2(∆L) =
1
2
[1− cos(k0∆L)] . (25.12)

So if we have a single Gaussian wave packet incident on the inter-
ferometer, the wave packet splits into two packets traveling though
the separate arms at velocity vgr. Because path ABD is shorter, the
wave packet traveling that arm will arrive at beamsplitter D first. If
the path length difference between the two arms is large compared
to the coherence length, ∆L � `c, then the wave packets will not
overlap at the beamsplitter and will not interfere.

We model this using a fixed Gaussian momentum probability
density (Eq. (24.12)) along the direction of motion (s) of the beams:

PG,p(ps) =
1

σp
√

2π
e−(ps−p0)

2/(2σ2
p). (25.13)

Because we know the probability density of measuring the beam
at Detector #1, we can integrate over all possible momenta to find
the total probability (where k0 = ps/h̄ is the wave packet central
momentum):

P1(∆L) =
∞∫
−∞

PG,p(ps)P1(ps, ∆L)dps (25.14a)

=

∞∫
−∞

1
σp
√

2π
e−(ps−p0)

2/(2σ2
p)

1
2

[
1 + cos(

ps∆L
h̄

)

]
dps (25.14b)

=
1
2
+

1
2

cos
(

p0∆L
h̄

)
exp

[
−1

2

(
∆L
`c

)2
]

(25.14c)

where we’ve substituted the coherence length `c = h̄/σp in for the

Active Reading 25.2: Fill in
the missing steps. Use your
C.A.S. if you want. I did.

wave packet width.
This is the same probability density we found earlier for long

coherence lengths (or short path-length differences). However, as
the relative path length difference increases, we see that the fringe
contrast decreases eventually to the point where the interference
pattern disappears as we see in Figure 25.4.

∆L

P1

∆L = 0

∆L = `c ∆L = 2`c

Figure 25.4: The probability
density for measuring the wave
at Detector 1 for increasing ∆L.
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Exercise 25.3 Suppose you wish to do an interference experiment
using the modified Mach-Zehnder interferometer using sodium
atoms. If ∆L ' 1 mm, estimate the minimum spread in velocities
about the average v0 within the atomic beam allowed in order to
see strong interference.

Exercise 25.4 The visibility V , which measures the contrast be-
tween the interference maxima and minima, is used to characterize
the amount of interference of a system:

V =
Imax − Imin

Imax + Imin
. (25.15)

Here Imax and Imin are maximum and minimum intensities, respec-
tively, that are observed by a detector as some parameter is varied.
Since the measured intensity is proportional to the probability of
detection (I ∝ P), we can recast Eq. (25.15) as

V =
Pmax −Pmin

Pmax + Pmin
, (25.16)

where Pmax and Pmin are maximum and minimum probability
densitites, respectively, that are observed by a detector as some
parameter is varied.

(a) Show that 0 ≤ V ≤ 1. What happens to the interference when
V = 0? When V = 1?

(b) Use Eq. (25.14c) to find V for interference observed by detector
#1 as ∆L is varied for the modified Mach-Zehnder interferom-
eter. For what values of ∆L is V = 0? For what values of ∆L is
V = 1?



26 Motion in a Constant Potential

We are now going to move from the free space Hamiltonian model
to develop models where our quantum systems experience external
potentials. Again we begin with the Schrödinger equation

ih̄
∂

∂t
|Ψ〉 = Ĥ |Ψ〉 . (26.1)

But now the total mechanical energy consists of both the kinetic

Schrödinger Equationator

energy and a potential energy. We will limit our model to situations
where the potential energy is not time-dependent. We will also now
develop a model for describing three-dimensional systems.

26.1 Three-Dimensional Wavefunctions and Operators

Position Operator and Wave Function

So far we’ve confined our discussion to just one dimension, but
everything we have done can be extended to three dimensions. First,
let’s look at position, where we can introduce observables X̂, Ŷ,
and Ẑ for each of the three Cartesian coordinates x, y, and z. The
eigenvalue equations for each are then

X̂ |x〉 = x |x〉 , (26.2a)

Ŷ |y〉 = y |y〉 , (26.2b)

Ẑ |z〉 = z |z〉 , (26.2c)

where |x〉, |y〉, and |z〉 are the eigenvectors associated with the eigen-

Eigenvaluator

values x, y, and z, respectively. We write the position j-component as
xj, where j = 1, 2, 3 with 1 = x, 2 = y, and 3 = z as a more compact
notation. Then we can write Eqs. (26.2a)–(26.2c) as

X̂j
∣∣xj
〉
= xj

∣∣xj
〉

. (26.3)

Whenever we have more than one observable, we should ask the
question: do the observables commute with each other? We will limit
our model to the situation where[

X̂j, X̂k
]
= 0 (26.4)
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for all j, k = x, y, z. Physically, this means we can locate a our

Commutatanator

It is hard to imagine this not
being zero, but mathemati-
cians have developed a whole
field called noncommutative
geometry which utilizes non-
commuting position compo-
nents. In addition, there are
good reasons to believe that
our macroscopic view of space
and time might breakdown at a
sufficiently small scale.

quantum system in space in all three dimensions to arbitrarily small
precision. Mathematically, it means that we can find a common set of
eigenvectors for all three observables. We denote these eigenvectors
by |xyz〉 where

X̂ |xyz〉 = x |xyz〉 , (26.5a)

Ŷ |xyz〉 = y |xyz〉 , (26.5b)

Ẑ |xyz〉 = z |xyz〉 . (26.5c)

We simplify the notation a bit more by defining the 3-dimensional
position eigenvector in a hybrid 3-vector/state vector notation as

|~r〉 ≡ |xyz〉 (26.6)

with normalization 〈
~r|~r ′

〉
= δ(~r−~r ′). (26.7)

Here the 3-dimensional Dirac delta function δ(~r−~r ′) is defined by The integral
∫

d3r means we are
integrating over all space.

f (~r ′) =
∫

f (~r)δ(~r−~r ′)d3r,

=
∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
f (x, y, z)δ(x− x′)δ(y− y′)δ(z− z′)dx dy dz,

(26.8a)

where f (~r) is an arbitrary function in 3-dimensional space.

We can define a 3-vector observable ~̂R which is the operator analog
of the position vector~r = xx̂ + yŷ + zẑ: Warning: We are using “ ˆ ” to

denote both an operator and a
unit vector! Recall that upper-
case means operator in our
notation.

~̂R ≡ X̂x̂ + Ŷŷ + Ẑẑ. (26.9)

This will be useful for writing the potential energy of systems in
three dimensions. Then

~̂R |xyz〉 = (xx̂ + yŷ + zẑ) |xyz〉 , (26.10)

or compactly,
~̂R |~r〉 =~r |~r〉 . (26.11)

The matrix elements of ~̂R in the position basis are

Eigenvaluator

〈~r| ~̂R
∣∣~r ′〉 =~r ′δ(~r−~r ′). (26.12)

The completeness relation for three dimensions is

1̂ =
∫
|~r〉 〈~r| d3r =

∞∫∫∫
−∞

|xyz〉 〈xyz| dx dy dz. (26.13)
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If we apply this to an arbitrary state vector |Ψ〉 describing a particle
in three dimensions, we have

|Ψ〉 = 1̂ |Ψ〉 , (26.14a)

=
∫
|~r〉 〈~r|Ψ〉 d3r, (26.14b)

=
∫

ψ(~r) |~r〉 d3r, (26.14c)

where the 3-dimensional position wave function is

ψ(~r) ≡ 〈~r|Ψ〉 . (26.15)

The 3-dimensional position probability density P(~r) is related to

This joins the Wavefunc-
tioner.

ψ(~r) by
P(~r) = |ψ(~r)|2 , (26.16)

where P(~r)d3r = P(x, y, z)dxdydz is the probability the system will
be measured in the volume x to x + dx, y to y + dy, and z to z + dz.
Since the probability of finding the state somewhere is unity, P(~r)
must satisfy the normalization condition:∫

P(~r)d3r = 1. (26.17)

The way we apply the rules of quantum mechanics generalize
in a sensible manner from the 1-dimensional cases we have already
investigated. This is most easily demonstrated by an example:

Exercise 26.1 Suppose an atom is equally likely to found any-
where inside a sphere of radius R centered at the origin, and will
not be found outside the sphere. Show that the wave function
characterizing such an atom can be written as

ψ(~r) =


1√
V0

r ≤ R,

0 r > R,
(26.18)

where V0 = (4/3)πR3 is the volume of the sphere and r = |~r| is
the distance from the origin.

Non-Cartesian Coordinate Systems

At this stage you might wonder about defining position component
operators for non-Cartesian coordinates. For example, if one wants
to use spherical coordinates, does it make sense to define operators
corresponding to the components (r, θ, ϕ):

(X̂, Ŷ, Ẑ)→ (R̂, Θ̂, ϕ̂)? (26.19)
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It turns out that there are plenty of technical issues with this so, for
now, we adopt Shankar’s approach1 and will stick to using Cartesian 1 R. Shankar, Principles of

Quantum Mechanics, 2nd ed.,
(Plenum, NY, 1994), pp. 141–
143, and 214–216.

coordinates. If we need to switch to other coordinate systems, we
will obtain the needed wave equation in Cartesian coordinates using
the Cartesian position (and momentum) operators, and then use a
conventional change of coordinates to obtain the form in the desired
coordinate system. This will get us to the same result as obtained by
a more complicated approach.

Example 26.1 An atom is equally likely to found anywhere inside
a sphere of radius R centered at the origin, and will not be found
outside the sphere. What is the probability that it will be found in
the region R/2 ≤ r ≤ R and 0 ≤ θ ≤ π/2?

Model: We will model the atom as a quantum system and we’ll
use spherical coordinates where r is the radial coordinate, θ is the
angle measured from the +z-axis, and ϕ is the azimuthal angle.

Visualization: We’re looking for the the probability of measuring
the atom in this region (where this is actually a sphere and we’re
looking at almost all of the top hemisphere.) This is show in
Fig. 26.1.

R

θ
Figure 26.1:

Solution: We integrate the position probability density P(~r) =

|ψ(~r)|2 over the allowed region of space, remembering that for
spherical coordinates, d3r = r2 sin θ dr dθ dϕ:

Active Reading 26.1: Do the
integrals out in your notes.

P
(

R
2
≤ r ≤ R, 0 ≤ θ ≤ π

2

)
=
∫

allowed
|ψ(~r)|2 d3r (26.20a)

=
∫ R

R/2

1
V0

r2dr
∫ π/2

0
sin θdθ

∫ 2π

0
dϕ

=
7

16
. (26.20b)
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Now suppose we measure the atom in this region. What is
the state of the atom after the measurement? We need to take
the state prior to the measurement, ψ(~r), remove all parts not
consistent with the measurement, and then renormalize the result.
Since the probability of finding it in the desired region is 7/16,
the normalization factor is

√
16/7 so the state immediately the

measurement is

ψafter(~r) =


√

12
7πR3 ,

R
2
≤ r ≤ R, 0 ≤ θ ≤ π

2
,

0, elsewhere.

(26.21)

Assess: The measurement probability is reasonable given that
we’re looking at almost all of the top hemisphere area.

Momentum in 3-Dimensional Space

Most of the results from position in three dimensions obtained in the
previous section can be carried over directly to momentum simply by
replacing xj → pj and X̂j → P̂j, where j = x, y, z.

The momentum eigenvalue equation for the ith direction is

P̂j
∣∣pj
〉
= pj

∣∣pj
〉

, (26.22)

where the momentum operators are assumed to commute among

Eigenvaluator

themselves: [
P̂j, P̂k

]
= 0. (26.23)

In addition, we see that the position-momentum commutation rela-

Commutatanator

tionships are [
X̂j, P̂k

]
= ih̄δjk, (26.24)

so that the Heisenberg uncertainty principle in three dimensions is

Commutatanator

∆Xj∆Pk ≥
h̄
2

δjk. (26.25)

Therefore, it is possible to know the x-component of a particle’s

Generalized Uncertainty
Relationshipper

position and y-component of its momentum with arbitrary precision
simultaneously, but not the x-components of both quantities.

Just as we did with position, we define a momentum vector opera-
tor

~̂P |~p〉 = ~p |~p〉 , (26.26)

where
Eigenvaluator

|~p〉 =
∣∣px py pz

〉
(26.27)
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represents the state of a particle with definite momentum ~p. The
matrix elements of the momentum operator relative to the position
basis are the 3-dimensional analog of the 1-dimensional case: Note that ~∇ is the three-

dimensional derivative vector.
〈~r| ~̂P

∣∣~r ′〉 = −ih̄δ(~r−~r ′)~∇′. (26.28)

If we apply the 3-dimensional completeness relation for momen-
tum states, Again, the integral

∫
d3 p means

we are integrating overall all
possible momenta.1̂ =

∫
|~p〉 〈~p| d3 p =

∞∫
−∞

dpx

∞∫
−∞

dpy

∞∫
−∞

dpz
∣∣px py pz

〉 〈
px py pz

∣∣ ,

(26.29)
to an arbitrary state vector |Ψ〉, we obtain

|Ψ〉 = 1̂ |Ψ〉 =
∫
|~p〉 〈~p|Ψ〉 d3 p (26.30a)

=
∫

φ(~p) |~p〉 d3 p, (26.30b)

where the 3-dimensional momentum wave function is

φ(~p) ≡ 〈~p|Ψ〉 . (26.31)

The 3-dimensional momentum probability density Pp(~p) is related

This also joins the Wave-
functioner.

to φ(~p) by
Pp(~p) = |φ(~p)|2 , (26.32)

where Pp(~p)d3 p = Pp(px, py, pz)dpxdpydpz is the probability the state
will be measured with momentum in the range px to px + dpx, py to
py + dpy, and pz to pz + dpz.

Relations between Position and Momentum Wave Functions

We saw earlier that, in 1-dimension, the position and momentum
wave functions were related to each other via the generalized Fourier
transform. This can be generalized to 3-dimensions by applying that
result to each coordinate. For example, the 3-dimensional momentum
wave function φ(~p) is related to the 3-dimensional wave function ψ(~r)
by using a 3-dimensional version of Eq. (20.23c):

φ(~p) =
(

1√
2πh̄

)3 ∞∫
−∞

dx
∞∫
−∞

dy
∞∫
−∞

dz ψ(x, y, z)e−ipx x/h̄e−ipyy/h̄e−ipzz/h̄,

(26.33)
which can be simplified to

φ(~p) =
1

(2πh̄)3/2

∫
ψ(~r)e−i~p·~r/h̄d3r. (26.34)

Similarly, the inverse relation is a generalized version of Eq. (20.24b)

Fourier Transformer
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ψ(~r) =
1

(2πh̄)3/2

∫
φ(~p)ei~p·~r/h̄d3 p. (26.35) Fourier Transformer

Example 26.2 What is the momentum wave function for the
position wave function given by Eq. (26.18):

ψ(~r) =


1√
V0

r ≤ R,

0 r > R,
(26.36)

Model: We model the wavefunction as normalized and over the
sphere. We’ll use the modified Fourier transform to get the mo-
mentum wavefunction. It makes sense to use spherical coordinates
again. It also makes sense to pick the coordinate system so that the
momentum points along the z-direction: ~p = pẑ.

Visualization: The picture hasn’t changed.

Solution: We have

φ(~p) =
1

(2πh̄)3/2

∫ R

0

1√
V0

r2dr
∫ π

0
sin θdθ

∫ 2π

0
dϕ e−i~p·~r/h̄. (26.37)

Since the momentum points in the z-direction,

~p ·~r = pr cos θ. (26.38)

so Eq. (26.37) becomes

φ(~p) =
1

(2πh̄)3/2

∫ R

0
dr r2

∫ π

0
dθ sin θ

∫ 2π

0
dϕ

1√
V0

e−ipr cos θ/h̄

(26.39)
where V0 = (4/3)πR3. This gives

Active Reading 26.2: Be sure
to fill in these skipped steps.

φ(~p) =

√
3R3

2π2h̄3

[(
h̄

pR

)3
sin
(

pR
h̄

)
−
(

h̄
pR

)2
cos

(
pR
h̄

)]
.

(26.40)

pR/h̄

|φ|

Figure 26.2: The momentum
probability density obtained
from Eq. (26.40).

Assess: The units work out - we have [1/momentum(3/2)]
which are the units for the 3D momentum wavefunction. The mo-
mentum probability density Pp(~p) obtained from this momentum
wave function is shown in Fig. 26.2. Since ψ(~r) is spherically sym-
metric in this example, we see that φ(~p) only depends on p and
not on the direction of the momentum; momenta of all directions
are equally likely. We note that the width of Pp(~p) is ∼ h̄/R, as
expected by the Heisenberg uncertainty principle since ∆r ∼ R,
where ∆r is “uncertainty” of the radial coordinate. [Note that since
we have not defined a radial coordinate operator, we don’t have an
uncertainty relation of the form ∆r∆p ≥ h̄/2.]
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Exercise 26.2 Check that φ(~p) given by Eq. (26.40) is properly
normalized: ∫

d3 p |φ(~p)|2 = 1. (26.41)

26.2 3D Schrödinger Equation

We are now equipped to talk about a system with total energy H =

p2/2m + V(~r). We now model this total energy as an operator in the In 3D, the kinetic energy is
(~p · ~p)/(2m) = p2/(2m) where
the momentum squared is now

explicitly p2 = p2
x + p2

y + p2
z .

Schrödinger Equationator

position basis:

〈~r| ih̄ ∂

∂t
|Ψ〉 = 〈~r| Ĥ |Ψ〉 . (26.42)

The Hamiltonian operator in the position basis now has two compo-
nents: the kinetic energy operator and the potential energy operator.
Our model will only have the potential energy depend on position,
so we will replace every position variable in the potential energy with

the corresponding position operator. We will denote this as V(~̂R).
The Hamiltonian in the position basis is thus

〈~r| Ĥ
∣∣~r ′〉 = 1

2m
〈~r| ~̂P2 ∣∣~r ′〉+ 〈~r|V(~̂R)

∣∣~r ′〉 (26.43a)

=− h̄2

2m
~∇2 + V(~r) (26.43b)

because the position state-vectors are eigenvalues of the position
operator. That gives us the Time-Dependent Schrödinger Wave
Equation (TDSWE) :

ih̄
∂ψ(~r, t)

∂t
= − h̄2

2m
~∇2ψ(~r, t) + V(~r)ψ(~r, t). (26.44)

Because the Hamiltonian is time-independent, we can, in principle,

Quantum Mechanic’s Toolbox:

TDSWE This tool is used
to find the time evolution of
a quantum wavefunction in
the position basis in a position-
dependent potential.

find energy eigenvectors |ψE〉 and eigenvalues E such that

Ĥ |ψE〉 = E |ψE〉 where ψ(~r) = 〈~r|ψE〉 . (26.45)

We project this onto the position basis and we get the Time-Independent
Schrödinger Wave Equation (TISWE):

− h̄2

2m
~∇2ψE(~r) + V(~r)ψE(~r) = EψE(~r) (26.46)

And we can build up general time-dependent solutions out of a

Quantum Mechanic’s Toolbox:

TISWE This tool is used
to find the energy eigenvalues
for a the time-independent
Schrödinger equation in the
position basis.

linear combination of these eigenvectors

|Ψ〉 = ∑
E

aEe−iEt/h̄ |ψE〉 where aE = 〈ψE|Ψ(~r, t = 0)〉 , (26.47)

or, in terms of wavefunctions,

ψ(~r, t) = ∑
E

aEe−iEt/h̄ψE(~r) (26.48)
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26.3 Constant Potential

So what happens if V(~r) = V0, a constant? This is a model of an
experiment where there are no external forces acting on a system.
Examples could be an atom moving in a horizontal plane or an
electron confined to a flat 2D surface. Another example could be a
system in a material with a constant background potential. In this
case the TISWE (Eq. (26.46)) becomes

− h̄2

2m
~∇2ψE(~r) + V0ψE(~r) = EψE(~r). (26.49)

We move the constant potential to the right-hand side and define a
new effective energy Eeff = E−V0. The TISWE is thus

− h̄2

2m
~∇2ψE(~r) = EeffψE(~r) (26.50)

which is exactly the same as the situation as we saw in Section 21.1
for the free-space Hamiltonian. All of the work we did for describing
those states now apply here. We get energy eigenfunctions

ψE(~r) = Aei~k·~r where Eeff =
h̄2k2

2m
. (26.51)

This means that the energy eigenvalues of the TISWE are shifted
from the free-space model by the constant potential:

E =
h̄2k2

2m
+ V0. (26.52)

Exercise 26.3 Write down the TDSWE that you would need to
solve to find the motion of a quantum mechanical atom of mass m
in the following situations:

(a) An atom in the Earth’s gravitational field at height z above the
ground. (Show a sketch of your setup and coordinate system.)

(b) A neutron on a frictionless plane connected to a wall with a
spring with force constant k. (Show a sketch of your setup and
coordinate system.)

Exercise 26.4 Consider an electron characterized by a wave
packet with average energy E0 in a material characterized by a
constant potential V0.

(a) Find the average wave number k0 associated with this packet.
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(b) Find the group velocity of this packet, expressing your answer
in terms of E0 instead of k0. Recall that E = h̄ω.

(c) Does the packet travel faster or slower in the material when
compared to a free electron (V0 = 0) having the same average
energy? Does this make sense?



27 Quantum Scattering

We now model what happens if, instead of a constant potential,
there is an abrupt change in potential. This is a simple model for the
situation like a finite wire. We use the MWM to describe the electron
motion in the wire. However, when the electron reaches the end of
the wire, the potential shifts. We will first model a single change in
the potential, then we will look at what happens if the potential shifts
a second time.

27.1 Potential Barrier

We begin with a potential barrier model for the change in potential
due to the end of a finite wire. We use the MWM to describe an
electron in the wire that reaches the potential barrier at the end. We
model the matter wave as approaching the barrier from the left with
an energy E larger than the barrier potential height V0.

x

V

V0

EIncoming

In the region x < 0, the MWM eigenstates are the momentum
eigenstates we found in Section 21.1. The quantum state wavefunc-
tion in the position basis, as a function of time, is the result we found
in Eq. (21.12)

Ψ(x, t) ∝ ei(kx−ωt), where k2 =
2mE

h̄2 and ω =
h̄k2

2m
. (27.1)

Similarly, in the region x > 0, the MWM eigenstates are the energy-
shifted eigenstates we found in Section 26.3. The wave number shifts,
as does the total energy. The eigenstates are

Ψ(x, t) ∝ ei(k′x−ω′t), where k′2 =
2m(E−V0)

h̄2 and ω′ =
h̄k′2

2m
. (27.2)

As we’ve noted before, these wavefunctions are not normalizable:

Active Reading 27.1: Fill in
these missing steps.

the integral over all space is infinite. However, we can construct Gaus-
sian wave packets to make normalizable states. We are interested,
though, in the probability of measuring the state in either of the two
regions of interest. We use a probability current model to describe
these probabilities and how they relate to each other, even though we
do not normalize the overall probability.
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27.2 Probability Current

We are interested in the time-rate of change of the measurement
probability:

d
dt
〈Ψ|Ψ〉? (27.3)

If we model our state as being normalized (for example, using Gaus-
sian wave packets), this is zero - the total probability doesn’t change
in time. However, we can ask how the probability of measuring the
state in a specific region (from x = a to x = b) changes in time: xa b

d
dt

∫ b

a
ψ∗(x, t)ψ(x, t)dx. (27.4)

We expand the derivative using the product rule, then use the
Schrödinger equation in the position basis to simplify and we get From Eq. (21.11b),

ih̄
dψ(x, t)

dt
= − h̄2

2m
∂2ψ(x, t)

∂x2 ,
(27.5)

TDSWE

d
dt

∫ b

a
ψ∗(x, t)ψ(x, t)dx = J(a, t)− J(b, t), (27.6)

where the probability current J(a, t) is

You get to do this one as an
exercise.

J(a, t) ≡ ih̄
2m

(
ψ

∂ψ∗

∂x
− ψ∗

∂ψ

∂x

)∣∣∣∣
x=a

. (27.7)

Math Interlude: Integration by Parts

In order to show that Eq. (27.6) works, we need to use the integration
by parts technique from calculus. The differential of a product of two
functions F and G is

d(FG) = FdG + GdF or d(FG)− GdF = FdG. (27.8)

If we integrate both sides for some interval from a to b, we get∫ b

a
d(FG)−

∫ b

a
GdF =

∫ b

a
FdG. (27.9)

But ∫ b

a
d(FG) = FG|ba = F(b)G(b)− F(a)G(a). (27.10)

We will often integrate from limits where the function at the limits is
zero. For example, in order for a wavefunction to be normalizable, it
must go to zero as x → ∞. So this term will be zero. In that case, the
integration by parts gives us

−
∫ b

a
GdF =

∫ b

a
FdG, which we can write

−
∫ b

a
G

dF
dx

dx =
∫ b

a
F

dG
dx

dx.
(27.11)
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The take-home result is that, if the function goes to zero at both
limits, we can swap the derivative from one piece to the other by
adding a minus sign out front.

Exercise 27.1 Show that the time derivative of the probability,
Eq. (27.6) works, given the probability current defined in Eq. (27.7)

We now want the probability current for our incoming wavefunc-
tion. We will treat the simple model where we only have a single
wave number

Ψ(x, t) = Aei(kx−ωt). (27.12)

The probability density is therefore

P(x, t) = |Ψ(x, t)|2 = |A|2 (27.13)

and the probability current is

J(x, t) =
h̄k
m
|A|2 . (27.14)

Active Reading 27.2: Work
this out in your notes.

27.3 Transmission and Reflection

Returning to the potential barrier model, we will model the proba-
bility current as having three components: the matter wave initially
approaches the barrier from the left with probability current Jinc. The
wave then interacts with the barrier and could either have a trans-
mitted piece which we will call Jtrans or there could potentially be a
reflected component, Jref. x

V

V0

E

Jinc Jtrans

Jref

The wavefunction in the two regions will be described by the
left-moving and right-moving waves:

Ψ(x, t) =

Aeikxeiωt + Be−ikxeiωt x ≤ 0

Ceik′xeiω′t x > 0.
(27.15)

The incident traveling wave is described by the

Ψinc(x, t) = Aeikxeiωt (27.16)

piece with probability current

Jinc =
h̄k
m
|A|2 . (27.17)

Similarly, the reflected and transmitted probability currents are

Jref =−
h̄k
m
|B|2 (27.18a)

Jtrans =
h̄k′

m
|C|2 . (27.18b)



a quantum mechanic’s guide 188

We also want the condition that the total probability current doesn’t
change so that

Jinc = Jref + Jtrans. (27.19)

Finally, we define the transmission coefficient T and the reflection co-
efficient R as the ratio of the transmitted (and reflected) probability
currents to the incoming probability current:

T ≡ |Jtrans|
|Jinc|

and R ≡ |Jref|
|Jinc|

. (27.20)

For the simple potential barrier model, we have

T =
k′

k

∣∣∣∣C
A

∣∣∣∣2 and R =

∣∣∣∣ B
A

∣∣∣∣2 . (27.21)

There is one more set of conditions we need to apply: the wavefunc-
tion should be continuous and smooth (i. e. the first spatial derivative
is continuous) through the transition. This means that

Aeiωt + Beiωt = Ceiω′t (27.22)

and
Aikeiωt − Bikeiωt = Cik′eiω′t. (27.23)

From these two relationships, we can write B and C in terms of A:

B = A
k− k′

k + k′
and C = A

2k
k + k′

ei(ω−ω′)t, (27.24)

giving us the transmission and reflection coefficients

Active Reading 27.3: Fill in
the missing steps. I used my
C.A.S..

T =
4kk′

(k + k′)2 and R =

(
k− k′

k + k′

)2

. (27.25)

This agrees with our condition that T + R = 1. Furthermore, if V0 = 0
then k = k′ and there is no reflection and there is full transmission,
T = 1. We can also write these in terms of E and V0:

T =
4
√

1−V0/E
(1 +

√
1−V0/E)2

and R =

(
1−√1−V0/E
1 +
√

1−V0/E

)2

. (27.26)

These results are shown in Figure 27.1 and start with T = 1, R = 0
for no barrier, then eventually end with all reflection and no transmis-
sion when E = V0.

V0/E

T

R

1

V0 = 0 E = V0

Figure 27.1:

Exercise 27.2 What are the transmission and reflection coefficients
if the wave is initially traveling to the left from the right and
E > V0?

Exercise 27.3 What are the transmission and reflection coefficients
if the wave is initially traveling to the right and the initial energy is
less than the potential barrier, E < V0?
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27.4 Tunneling Barrier

What if, instead of a change in the potential, there was a very large,
but very narrow potential barrier? This models the situation where a
long thin wire has a very narrow gap in it. We model the potential as
a Dirac delta-function: V(x) = α δ(x). We have the same situation as
before, but with one exception: the wavefunction is no longer smooth
through x = 0, but has a kink in it.

x

V

V0 = α δ(x)

E

Jinc Jtrans

Jref

We return to the TISWE in order to determine the effect of the
delta function on the potential. We integrate over a very small inter-
val around x = 0 of width 2ε:

− h̄2

2m

ε∫
−ε

d2ψ

dx2 dx +

ε∫
−ε

V(x)ψ(x)dx = E
ε∫
−ε

ψ(x)dx. (27.27)

The right side goes to zero as ε→ 0 so this gives us TISWE

dψ

dx

∣∣∣∣ε
−ε

=
2m
h̄2

ε∫
−ε

V(x)ψ(x)dx. (27.28)

We then use the definition of the delta function to get that the differ-

Active Reading 27.4: There
are missing steps to fill in here.

ence in the derivative on either side of the delta function is related to
the wavefunction at x = 0:

dψ

dx

∣∣∣∣
0+
− dψ

dx

∣∣∣∣
0−

=
2mα

h̄2 ψ(x = 0). (27.29)

We now apply the boundary conditions to the wavefunction from
Eq. (27.15) where k′ = k since the potential is zero on both sides of
x = 0 and with the delta-function barrier to get

A + B = C (27.30)

and
Cik− (Aik− Bik) =

2mα

h̄2 C. (27.31)

The transmission and reflection coefficients (with k = k′) are then

T =
k2h̄4

m2α2 + k2h̄4 and R =
m2α2

m2α2 + k2h̄4 . (27.32)

We simplify this by relating the delta-potential coefficient to an

Active Reading 27.5: More
missing steps. Use your C.A.S.
to simplify the algebra.

energy scale V0:

α ≡

√
2V0h̄2

m
. (27.33)

The transmission and reflection coefficents are then

The units for α are
[energy·length]. This combi-
nation gives those units.

T =
1

V0/E + 1
and R =

V0/E
V0/E + 1

. (27.34)
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V0/E

R

T

1

V0 = 0

So even though there would be no way for a classical system to
make it though this infinitely tall barrier, the quantum MWM has a
finite probability of the system tunneling through the barrier.

Exercise 27.4 What are the transmission and reflection coefficients
if we model a very small attractive potential (i. e. a positive defect
in the wire for an electron) as a delta function V(x) = −α δ(x)?



28 Strongly Confined Systems

28.1 1D Quantum Dot Model

One of the simplest quantum structures we can model is the quantum
well. This is a structure where a thin layer of one material is sand-
wiched between two layers of a different material. We’ll call the thin
layer Material #1 and model it as having thickness L. In practice, this layer can be

made a few tens of atoms thick
using molecular beam epitaxy.

y

z

x
L

Material #2

Material #2

Material #1

We’ll first develop a simple model the potential for an electron in
this quantum well. We’ll add complexity to the model as we move
forward.

V(~r) =



0 for all x and y

0 for |z| ≤ L
2

∞ for |z| > L
2

(28.1)

We model the dynamics of the electron following our Technique
12.1. We first model the total energy as the Hamiltonian operator in
3D and we will use the positionn basis since the potential energy is
dependent on position. This leads to the TISWE, Eq. (26.46). Because TISWE
our potential has the form V(x, y, z) = V(x) + V(y) + V(z), we can
separate out the energy eigenfunction into three variables:

ψE(x, y, z) = ψX(x)ψY(y)ψZ(z). (28.2)

That means we have three separate wave equations: TISWE

− h̄2

2m
d2ψX(x)

dx2 =ExψX(x) (28.3a)

− h̄2

2m
d2ψY(y)

dy2 =EyψY(y) (28.3b)

− h̄2

2m
d2ψZ(z)

dz2 + V(z)ψZ(z) =EzψZ(z). (28.3c)

The x and y directions are just the free MWM for the electron with
solutions

ψX(x) = Axeikx x and ψY(y) = Ayeikyy (28.4)
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where

kx =

√
2mEx

h̄2 and ky =

√
2mEy

h̄2 . (28.5)

As before, there are no restrictions on either kx or ky and in order to
make normalizable quantum states we would need to form these into
a wave packet.

Infinite Quantum Well

We now work on the z-direction where

V(z) =


0 for |z| ≤ L

2

∞ for |z| > L
2

.

(28.6)

z

V(z)

z = − L
2

z =
L
2

So our TISWE is now

TISWE− h̄2

2m
d2ψZ(z)

dz2 = EzψZ(z), − L
2
≤ z ≤ L

2
. (28.7)

The solution to this second-order differential equation is a linear
combination of sines and cosines

ψZ(z) = A cos(kzz) + B sin(kzz) where kz =

√
2mEz

h̄2 . (28.8)

However, in order to match the boundary conditions, we must limit
the allowable values for kz. We are modeling the quantum well so
that the electron is not allowed outside of Material #1, so we must
have

ψZ(z) = 0 for |z| > L
2

. (28.9)

Finally, we require that the wavefunction be continuous which means We also normally require that
the wavefunction be smooth.
The exception is at points
where we model the poten-
tial as infinite. This model is
only an approximation and
we’ll improve it later.

that the value of ψZ must be near zero near the boundaries. This
means that ψZ(−L/2) = ψZ(L/2) = 0. The way to make this happen
is to fix kz = nπz/(2L) where n is an integer. Unfortunately we can’t
make this happen simultaneously with both the sine and the cosine
solutions with the same kz, so we have to split it up into two different
types of solutions with even parity and odd parity, shown in Figure
28.1

ψZ,n(z) =



Az cos
(nπz

L

)
|z| ≤ L

2
, n = 1, 3, 5, . . .

Bz sin
(nπz

L

)
|z| ≤ L

2
, n = 2, 4, 6, . . .

0 |z| > L
2

.

(28.10)



a quantum mechanic’s guide 193

Even Parity

z

ψZ,1(z)

z

ψZ,3(z)

z = − L
2

z =
L
2

Odd Parity

z

ψZ,2(z)

z

ψZ,4(z)

z = − L
2

z =
L
2

Figure 28.1: The first four en-
ergy eigenfunctions with even
and odd parity.

We now have a good idea on how to make this a general tech-
nique.

Technique 28.1: To solve the time-independent Schrödinger wave
equation with boundary conditions:

1. Model the interaction as a time-independent Hamiltonian in a
basis that makes sense given the potential.

2. Determine the TISWE for the position coordinates of the system.

3. Solve the second-order differential equation — there should be
two independent solutions.

4. Use the Boundary Conditions to limit the solutions to physically
acceptable energy eigenfunctions.

5. Determine the energy eigenvalues for the eigenfunctions.

Our last step is to determine the energy eigenvalues for the eigen-
functions. In order to match the boundary conditions we had to set
kz = nπ/L where n is a positive integer. That means that our energy
eigenvalues are Active Reading 28.1: Work

out the energies.

Ez,n =
h̄2π2n2

2mL2 where n = 1, 2, 3, . . . (28.11)

We return now to the quantum well model. The energy eigenvalues
for the electron in the well are the sum of the three energies: E =
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Ex + Ey + Ez. The energies along the x and y directions are the free
MWM energies, plus the quantized energy along the z-direction:

E =
h̄2

2m

(
k2

x + k2
y +

π2n2

L2

)
, n = 1, 2, 3, . . . (28.12)

Exercise 28.1 What is the average momentum in the z-direction
for an electron that is in one of the energy eigenstates in the quan-
tum well?

Time-dependent superposition states

Our final step from Techique 12.1 is to apply the initial conditions
and determine the time evolution of the wavefunction as a sum of
energy eigenfunctions. We’ll do this as an example.

Example 28.1 An electron confined in a quantum well starts in an
equal superposition of the first two energy eigenstates. What is the
probability of measuring the z-position of the electron in the top
half of the well as a function of time?

Model: We’ll model the electron as a matter wave and we’ll model
the quantum well as an infinte potential with thickness L cen-
tered at z = 0. Because we’re only interested in the z-direction,
we’ll ignore the x and y wavefunctions and concentrate on the z
wavefunction.

Visualization: Our inital wavefunction is the sum of the first even
and the first odd parity position wavefunctions as seen in Fig. 28.2

z

ψZ(z)

z = − L
2

z =
L
2

ψZ,1 + ψZ,2

Figure 28.2:
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Solution: We need to find the normalization constant for the initial
wavefunction which is in an equal superposition of the first two
energy eigenstates:

ψZ(z, 0) = A
[

cos
(πz

L

)
+ sin

(
2πz

L

)]
(28.13)

The normalization constraint means that

Active Reading 28.2: Work
this normalization out on your
own.

1 =

L/2∫
−L/2

|ψZ(z, 0)|2 dz = |A|2 L→ A =

√
1
L

. (28.14)

Now the wavefunction as a function of time is

ψZ(z, t) =

√
1
L

[
cos

(πz
L

)
e−iEz,1t/h̄ + sin

(
2πz

L

)
e−iEz,2t/h̄

]
(28.15)

where Ez,n = h̄2π2n2/(2mL2). We can simplify this a bit by defin-
ing the angular frequency

ω ≡ h̄π2

2mL2 . (28.16)

The wavefunction is then

ψZ(z, t) =

√
1
L

[
cos

(πz
L

)
e−iωt + sin

(
2πz

L

)
e−i2ωt

]
. (28.17)

We want the probability of measuring the electron in the top half
of the quantum well, which we will model as 0 ≤ z ≤ L/2. The
probability is then

P(0 ≤ z ≤ L/2) =
L/2∫
0

|ψZ(z, t)|2 dz =
1
2
+

4
3π

cos(ωt). (28.18)

Assess: The wavefunction units check out [1/
√

length], the
angular frequency units check: 1/time. The probability starts high
and then oscillates down. That makes sense as the wavefunction
“sloshes” in the well. We see the probability increase and decrease
as a function of time in Figure 28.3.

t

P(t)
1

0

Figure 28.3:

Exercise 28.2 An electron confined in a quantum well starts in an
equal superposition of the first two even energy eigenstates. What
is the probability of measuring the z-position of the electron in the
middle half (i. e. one-quarter to three-quarters of the well thickness)
of the well as a function of time? Animate the motion of the real
part of the wavefunction.
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28.2 3D Quantum Dot Model

We can generalize this model to describe quantum wires where the
electron is confined to move along a single direction with a thin wire.
We could also use the model to describe a very small volume where
the electron is confined known as a quantum dot, shown in Fig. 28.4.
If we model the quantum dot as a cube having lengths Lx, Ly and Lz

then the energy eigenvalues are

E =
π2h̄2

2m

(
n2

x
L2

x
+

n2
y

L2
y
+

n2
z

L2
z

)
(28.19)

where nx, ny and nz are all positive integers.

answers have been proposed. Interested readers will find the
literature to be voluminous; a recommended starting point is
the review by Skolnick and Mowbray.18

III. THE PROPERTIES OF SELF-ASSEMBLED
QUANTUM DOTS

In Secs. I and II we discussed quantum dots as semicon-
ductor structures that confine electrons and holes in three
dimensions. We also discussed how quantum dots are formed
by a self-assembly process that occurs in strained heteroepi-
taxial systems. In this section we give an example of self-
assembled quantum dots. We discuss InAs /GaAs because
this system displays Stransky-Krastanow growth, has a type I
band alignment !described in Fig. 1", is probably the best
understood, and is a system for which much data are avail-
able.

Systems produced by the strain-driven self-assembly pro-
cess described in Sec. II take the form of large ensembles of
quantum dots. Figure 4 shows a cross-sectional transmission
electron microscopy image of a single quantum dot, and Fig.
5 shows a planar view image acquired by scanning electron
microscopy of a small group of quantum dots. Typical sur-
face densities range from a few to a few hundred per square
micron. Unless the surface onto which the strained material
is deposited has been prepatterned,19 the random nature of
the nucleation of the islands and the diffusion of material

along the surface will produce an ensemble of quantum dots
of somewhat different sizes and compositions. How broad
the distribution of sizes and compositions will depend on the
material system and the growth conditions.20 In an experi-
ment leading to the emission of light, each quantum dot in
the ensemble will contribute to the overall spectrum one
sharp emission line for each electron-hole recombination
event. The emission spectrum of self-assembled quantum dot
samples is therefore broadened proportionally to the distri-
bution in size and composition, typically on the order of a
few tens of meV.21

Figure 6 shows a spectrum acquired by photolumines-
cence spectroscopy of a large ensemble of quantum dots. As
explained in Sec. I, quantum dots often are called artificial
atoms, and quantum-mechanical calculations allow us to
identify each of the peaks in analogy to atomic orbitals. For
a dome-shaped quantum dot !parabolic potential", s, p, d, etc.
stand for a shell index=n+m=0,1 ,2 , . . ., where n and m are
the quantum numbers for clockwise and anticlockwise mo-
tion. This shell index should not be confused with the azi-
muthal quantum number associated with the energy states of
an atom. The angular momentum, !=n−m, is not derived
here, but we follow the accepted shell index labeling of the
emission of quantum dots due to excited states. Therefore,
the peak in Fig. 6 identified as the s-level is produced by the
lowest energy electron-hole recombination occurring in each
of the contributing dots sampled by the photoluminescence
measurement. The number of peaks in a particular spectrum
depends on the intensity of the stimulation of the dot en-
semble during the photoluminescence measurement. The
peaks in Fig. 6 identified as the p-, d-, f-, and g-level are due
to increasingly higher energy electron-hole recombinations.
A very important feature of the emission spectra of self-
assembled InAs /GaAs quantum dots is the constant energy
spacing between these energy levels.

IV. MODELING OF AN IMBEDDED QUANTUM DOT

The accurate description of the features found in the emis-
sion spectra of InAs /GaAs quantum dot ensembles requires

Fig. 4. Cross-section transmission electron microscopy image of a single
uncapped InAs quantum dot grown on GaAs. Image courtesy of D. Wang,
Institute for Chemical Process and Environmental Technology, National Re-
search Council Canada.

Fig. 5. Plan view scanning electron microscopy image of a small group of
uncapped InAs quantum dots grown on GaAs. The field of view is 150
!150 nm2. Image courtesy of J. Fraser, Institute for Microstructural Sci-
ences, National Research Council Canada.

Fig. 6. Photoluminescence spectrum acquired from an ensemble of InAs
quantum dots grown on GaAs. The quantum well emission produced by the
wetting layer is labeled WL. Figure discussed in text. Spectrum courtesy of
K. Hinzer, Institute for Microstructural Sciences, National Research Council
Canada.
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Figure 28.4: A scanning electron
microscope image of quantum
dots grown on a semiconductor
surface. The size of the image is
150 nm × 150 nm. [Taken from
B. J. Riel, Am. J. Phys. 76, 750

(2008).]

28.3 Time-Independent Perturbation Model

We now want to model what happens when we have a system that
starts with a Hamiltonian Ĥ0 and with known energy eigenstates∣∣ψ0

n
〉

such that

Ĥ0
∣∣∣ψ0

n

〉
= E0

n

∣∣∣ψ0
n

〉
(28.20)

and then we add a small perturbation to the system. We’ll model this
using a small “bump” in the potential at the bottom of an infinite
quantum well. In this case we expect the energy eigenvalues to be
mostly the initial energy E0

n with a small correction. We model the
modified Hamiltonaian as the operator

Ĥ |ψn〉 = En |ψn〉 where Ĥ ≡ Ĥ0 + λĤ′ (28.21)

for a small parameter λ.
z

V′(z)

z = − L
2

z =
L
2We expand the eigenstates of this new operator Ĥ as a power

series expansion in the small parameter λ. So our model has the
eigenstates as mostly the original eigenstates with a small correction∣∣ψ1

n
〉

and even smaller corrections that we will mostly ignore:

|ψn〉 ≈
∣∣∣ψ0

n

〉
+ λ

∣∣∣ψ1
n

〉
+ λ2

∣∣∣ψ2
n

〉
+ . . . . (28.22)

In this case the energy eigenvalues would be

En ≈ E0
n + λE1

n + λ2E2
n + . . . (28.23)

where again, the first term is the unpertrubed energy and E1
n is

the first-order correction, and so forth. We now insert these into
Eq. (28.21), expand, and keep only the terms with no λ or a single
power of λ in them. That gives us Active Reading 28.3: Work

out the expansion.
λ
(

Ĥ0
∣∣∣ψ1

n

〉
+ Ĥ′

∣∣∣ψ0
n

〉)
= λ

(
E0

n

∣∣∣ψ1
n

〉
+ E1

n

∣∣∣ψ0
n

〉)
. (28.24)
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We multiply both sides by
〈
ψ0

n
∣∣ and get the first-order correction to

the energy eigenvalue

E1
n =

〈
ψ0

n

∣∣∣ Ĥ′
∣∣∣ψ0

n

〉
. (28.25)

This means if we know the unperturbed eigenstates and the changes
to the Hamiltonian, we can model how these changes will shift the
energy of the system. In the end we’ll assume that λ = 1 because the

Finding the first-order correc-
tion to the eigenstates will be
an exercise, but they aren’t as
useful for us as the energies.

perturbed Hamiltonian and the energy correction will both be very
small. The final energies will be

En = E0
n + E1

n. (28.26)

Example 28.2 What is the first-order correction to the infinite
quantum well energies for the odd-parity states if the left half of
the well is raised by a small amount V0?

Model: We model the unperturbed infinite quantum well using
the energy eigenstates we found before. We’ll model this change
as a small perturbation and use the time-independent perturbation
model to find the energy shift. The perturbed Hamiltonian is just a
constant V0 over the interval of −L/2 ≤ z ≤ 0.

Visualization: Our quantum well now looks like Figure 28.5.

z

V′(z)

V0

z = − L
2

z =
L
2

Figure 28.5:

Solution: We first need normalized odd-parity eignefunctions of
the unperturbed system. These are

ψn(z) = Bz sin
(nπz

L

)
|z| ≤ L

2
, n = 2, 4, 6, . . . (28.27)

The normalization condition gives us that Bz =
√

2/L. So we find
the first-order correction to the energy is

E1
n =

〈
ψ0

n

∣∣∣ Ĥ′
∣∣∣ψ0

n

〉
=

0∫
−L/2

V0 |ψn(z)|2 dz (28.28a)

=
V0

2
. (28.28b)
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Assess: This first-order correction makes sense for the odd-parity
states- one half of the state will be lifted up by the energy V0.
However, this is only the first-order correction and we would
probably find that there are other, higher-order corrections, too.

Exercise 28.3 Use the completeness relationship to show that the
first-order correction to the eigenstates is∣∣∣ψ1

n

〉
= ∑

m 6=n

〈
ψ0

m
∣∣ Ĥ′

∣∣ψ0
n
〉

E0
n − E0

m

∣∣∣ψ0
m

〉
. (28.29)

Exercise 28.4 What is the first-order correction to the allowed
energies in a quantum well if we model a defect in the center of
the material as a delta-function

〈z| Ĥ′ |z〉 = α δ(z)? (28.30)



29 Transitions Between States

By itself, each energy eigenstate isn’t all that interesting — we know
from classical mechanics that a single energy level is not what mat-
ters; it is the transition between energy levels that is physically in-
teresting. So we now build a model that describes how a quantum
state can make the transition between allowed energy eigenstates of
a bound system like the infinite quantum well. This model will also
work for other bound states as we’ll see later.

We will focus on two energy eigenstates of the unperturbed Hamil-
tonian and call them |ψa〉 and |ψb〉 such that

Ĥ0 |ψa〉 = Ea |ψa〉 and Ĥ0 |ψb〉 = Eb |ψb〉 where 〈ψa|ψb〉 = δab. (29.1)

|ψa〉

|ψb〉

∆E = h̄ω0
We will also model the energy difference as Eb − Ea ≡ ∆E = h̄ω0

where ω0 is an angular frequency.
We describe an arbitrary superposition of these two energy eigen-

states, as a function of time, using Eq. (12.19):

|Ψ(t)〉 = cae−iEat/h̄ |ψa〉+ cbe−iEbt/h̄ |ψb〉 (29.2)

where ca and cb are the complex coefficients that model the relative
population of the two different eigenstates. These coefficients could
potentially depend on time, so we’ll keep that in mind as we look at
the time evolution of the quantum state.

29.1 Time-dependent Perturbation Model

We now perturb the system as we did in Section 28.3, but this time
we are going to make the perturbation dependent on time. We are
also only going to keep first-order terms, so we’ll set λ = 1. The
modified Hamiltonian operator is now

Ĥ = Ĥ0 + Ĥ′(t). (29.3)

We now look at the Schrödinger equation: Schrödinger Equationator

ih̄
∂ |Ψ(t)〉

∂t
= Ĥ |Ψ(t)〉 = Ĥ0 |Ψ(t)〉+ Ĥ′(t) |Ψ(t)〉 . (29.4)
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Because we have the explicit form of |Ψ(t)〉, Eq. (29.2), we can take
the time derivative:

Active Reading 29.1: Work
out the derivative on your own.

ih̄
∂ |Ψ(t)〉

∂t
=ih̄

∂

∂t

(
cae−iEat/h̄ |ψa〉+ cbe−iEbt/h̄ |ψb〉

)
(29.5a)

=Eacae−iEat/h̄ |ψa〉+ Ebcbe−iEbt/h̄ |ψb〉+
ih̄
(

ċae−iEat/h̄ |ψa〉+ ċbe−iEbt/h̄ |ψb〉
)

(29.5b)

where ċa ≡ dca/dt and the same for ċb. The first half of this is just
Ĥ0 |Ψ〉. So combining this with the Schrödinger equation and cancel-
ing the same terms on both sides, we get

cae−iEat/h̄ Ĥ′ |ψa〉+ cbe−iEbt/h̄Ĥ′ |ψb〉 =
ih̄
(

ċae−iEat/h̄ |ψa〉+ ċbe−iEbt/h̄ |ψb〉
)

. (29.6)

We will multiply both sides of this by 〈ψa| and repeat the same
process multiplying by 〈ψb|. We define the matrix elements of Ĥ′ in
the

∣∣ψj
〉

basis as
H′jk =

〈
ψj
∣∣ Ĥ′ |ψk〉 . (29.7)

That means that, after projecting onto Eq. (29.6), we get two differen-
tial equations for the amplitudes:

Active Reading 29.2: Work
these out in your notes.

ċa =−
i
h̄

[
ca H′aa + cbH′abe−i(Eb−Ea)t/h̄

]
ċb =− i

h̄

[
cb H′bb + ca H′baei(Eb−Ea)t/h̄

]
.

(29.8)

We now make a simplifying assumption: we are not interested in per-
turbations to the system that do anything to a single state. In other
words we want H′jj = 0. This models situations where the perturba-
tion only couples states without shifting the states themselves. With

This approximation work rea-
sonably well, though there are
situations where it breaks down.
The AC Stark shift is one of
them.

this approximation, Eq. (29.8) becomes

ċa =−
i
h̄

cbH′abe−iω0t

ċb =− i
h̄

ca H′baeiω0t
(29.9)

where we used the energy difference ∆E = h̄ω0 that we defined
earlier. In order to say anything more about the transitions between
these two states, we need to know more about the perturbation to the
Hamiltonian.

29.2 Dipole Transitions

We focus our interaction model on an electron bound in a quantum
well. We perturb the electron by sending in an ElMaW. The primary
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interaction between the ElMaW and the electron is due to the electric
field of the wave. We model the wave as polarized in the z-direction
and as having an approximately constant electric field magnitude
that oscillates in time with angular frequency ω:

Ez = E0 cos(ωt). (29.10)

The potential energy of a single electron with charge −e in this uni-
form electric field is V(z) = −eEzz. We model this as the perturbed
Hamilonian operator in the position basis

Ĥ′ = −eE0Ẑ cos(ωt). (29.11)

We can now find the matrix elements for the perturbed Hamiltonian,
Eq. (29.7)

H′jk =
〈
ψj
∣∣ Ĥ′ |ψk〉 = e

〈
ψj
∣∣ Ẑ |ψk〉︸ ︷︷ ︸

A dipole ~p = q~d

(−E0 cos ωt) . (29.12)

Because the matrix element has the form of an electric dipole, these
transitions are called electric dipole transitions. For simplicity, we

There are other transitions like
electric quadrupole, magnetic
dipole, etc.

define a dipole energy

Vjk ≡ −e
〈
ψj
∣∣ Ẑ |ψk〉 E0 = −pE0 (29.13)

so the Hamiltonian matrix elements can now be written

H′jk =
Vjk

2

(
eiωt + e−iωt

)
, (29.14)

where we have also expanded the cosine in terms of the exponentials.

Example 29.1 What are the dipole energy matrix elements for
an electron in a quantum well between the first two energy eigen-
states?

Model: We model the electron (charge −e) as a quantum state in
an infinite well with energy eigenfunctions given by Eq. (28.10)
and energies by Eq. (28.11). We’ll model the well as having
thickness L. We’ll also model the transition as coming from a
z-polarized ElMaW with amplitude E0.

Visualization: We are looking for a transition between the two
energy states Ez,1 and Ez,2, shown if Figure 29.1.

Solution: We want the dipole matrix elements V12 = −e 〈ψZ,1| Ẑ |ψZ,2〉 E0.
We need to get the normalization constants for these two eigen-
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z

ψZ(z)

z = − L
2

z =
L
2

ψZ,1

ψZ,2

Figure 29.1: The first two en-
ergy eigenstates of the infinite
quantum well.

states before we can find the matrix elements:

〈ψZ,1|ψZ,1〉 = |AZ|2
L
2
→ ψZ,1(z) =

√
2
L

cos
(πz

L

)
(29.15a)

〈ψZ,2|ψZ,2〉 = |BZ|2
L
2
→ ψZ,2(z) =

√
2
L

sin
(

2πz
L

)
(29.15b)

We expand the matrix elements in the position basis:

Active Reading 29.3: Work
out the integrals.

〈ψZ,1| Ẑ |ψZ,2〉 =
2
L

L/2∫
−L/2

cos
(πz

L

)
z sin

(
2πz

L

)
dz (29.16a)

=
16L
9π2 . (29.16b)

Since this integral is symmetric, V12 = V21. The dipole matrix
elements are

V12 = V21 = −eE0
16L
9π2 . (29.17)

Assess: The dipole matrix elements have units energy, so we’re
good there. Just to check, we tried 〈ψZ,1| Ẑ |ψZ,1〉 = 0 which means
that the dipole electric field does not couple the ground state to
itself, at least not in this model.

We are ready to return to Eq. (29.9) and insert Eq. (29.14):

ċa =−
iVab
2h̄

cbe−iω0t
(

eiωt + e−iωt
)

ċb =− iVba
2h̄

caeiω0t
(

eiωt + e−iωt
)

.
(29.18)

Each of these differential equations has two different sets of expo-
nential terms, one where the two angular frequencies add, and one
where they are subtracted:

ei(ω+ω0)t and ei(ω−ω0)t. (29.19)
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We model the terms where the angular frequencies add as being
much smaller than the other:

ei(ω+ω0)t � ei(ω−ω0)t. (29.20)

because, when we look at the time average of both of these over one
period, the higher-frequency term gives an average that approaches
zero. We thus approximate any term with the sum of the two angular
frequencies as zero ei(ω+ω0)t ≈ 0. This is called the Rotating Wave
Approximation.

Exercise 29.1 Show that the Rotating Wave Approximation works
in the following situation:

d f
dt

=ei(ω+ω0)t (29.21a)

dg
dt

=ei(ω−ω0)t. (29.21b)

Show that | f | � |g|.

Resonant Transitions

We will model the incoming ElMaW as having the the same angular
frequency as that associated with the energy difference between the
two quantum states in our infinite well which is known as having the
transition on resonance:

ω = ω0. (29.22)

We now apply the Rotating Wave Approximation to Eq. (29.18) along
with the resonance condition to get the two coupled differential
equations Active Reading 29.4: Run

through both the approxima-
tion and the resonant condition
to get here.

ċa =−
iVab
2h̄

cb

ċb =− iVba
2h̄

ca.
(29.23)

We define the Rabi frequency Ω0 ≡ Vab/(2h̄), noting that, for our states Because Ω0 depends on the
applied ElMaW electric field
amplitude, it is an adjustable
experimental parameter by
changing the ElMaW intensity,
Eq. (1.23).

in the infinite quantum well, the matrix elements are symmetric:
Vab = Vba. These two coupled differential equations have solutions

ca(t) =A cos(Ω0t) + iB sin(Ω0t)

cb(t) =B cos(Ω0t) + iA sin(Ω0t).
(29.24)

We need to normalize these since our initial state |Ψ(t)〉, Eq. (29.2)
was normalized. That means that

Active Reading 29.5: Work
this out, too.
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〈Ψ(t)|Ψ(t)〉 = |A|2 + |B|2 = 1. (29.25)

Finally, we set the initial conditions so that

ca(0) = A and cb(0) = B
(
|ca(0)|2 + |cb(0)|2 = 1

)
(29.26)

which give us

ca(t) =ca(0) cos(Ω0t) + icb(0) sin(Ω0t)

cb(t) =cb(0) cos(Ω0t) + ica(0) sin(Ω0t).
(29.27)

Exercise 29.2 What is the Rabi frequency for an ElMaW with
intensity 10 µW/m2 which is on-resonant between the first two
energy eigenstates for an electron in a 10 nm thick quantum well?

29.3 Rabi Oscillations

We now look at transitions between states using the on-resonance
amplitude equations, Eq. (29.27). We model our system as starting in
the lower energy eigenstate |ψa〉 so that ca(0) = 1 and cb(0) = 0. The
time evolution of the state is now

|Ψ(t)〉 = cos(Ω0t)e−iEat/h̄ |ψa〉+ i sin(Ω0t)e−iEbt/h̄ |ψb〉 . (29.28)

What is the probability of measuring the state in eigenstate |ψa〉?

Probability Predictor
P(|ψa〉) = |〈|ψa|Ψ(t)〉〉|2 = cos2(Ω0t). (29.29)

Similarly, the probability of measuring the state in |ψb〉 is P(|ψb〉) =
sin2(Ω0t). Thus the probability of measuring the two different states
oscillates back and forth between them.

Ω0t

P
P(|ψa〉)P(|ψb〉)1

0

Exercise 29.3 The same electron as in Exercise 29.2 starts in a
superposition state

|Ψ(0)〉 = 1√
3
|ψZ,1〉+

√
2
3
|ψZ,2〉 . (29.30)

At what time will the probability of measuring the state in
P(|ψZ,2〉) = 1? Graph the probabilities of measuring both states as
a function of time.
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29.4 Oscillator Strength

We can also model a unitless parameter that describes the relative
strength of different possible transitions. This parameter, known as
the oscillator strength, gives us a quick reference as to how likely we
could make transition between two energy eigenstates. The oscillator
strength for an electron mass me coupling states |ψa〉 and |ψb〉 with a
z-polarized ElMaW is

fab =
2
3

me

h̄2 |Ea − Eb|
∣∣〈ψa| Ẑ |ψb〉

∣∣2 . (29.31)

The oscillator strength is unitless and is typically on a scale from 0 to
1.

Example 29.2 What is the oscillator strength for the transition
from Example 29.1?

Model: Our model is the same as before - an electron (charge
−e, mass me) as a quantum state in an infinite well with energy
eigenfunctions given by Eq. (28.10) and energies by Eq. (28.11).
We’ll model the well as having thickness L. We’ll also model the
transition as coming from a z-polarized ElMaW with amplitude
E0.

Visualization: The same picture as before, Fig. 29.1, describes this
situation.

Solution: The oscillator strength is

f21 =
2
3

me

h̄2 |E2 − E1|
∣∣〈ψ2| Ẑ |ψ1〉

∣∣2 (29.32a)

=
2
3

me

h̄2

(
4π2h̄2

2meL2 −
π2h̄2

2meL2

) 2
L

L/2∫
−L/2

cos
(πz

L

)
z sin

(
2πz

L

)
dz

2

(29.32b)

=
2
3

me

h̄2
3π2h̄2

2meL2

(
16L
9π2

)2
(29.32c)

=
256

81π2 ≈ 0.32. (29.32d)

Assess: Our oscillator strength is unitless and lies between 0 and 1
— it isn’t a very strong transition.

Exercise 29.4

What is the oscillator strength for transitions between
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(a) Any even parity and any odd parity states

(b) Any even parity and any other even parity states

(c) Any odd parity and any other odd parity states

of the infinite quantum well?



30 Finite Confinement

The model we built in Chapter 28 was a good start to describing an
electron in a quantum well, but it was only a crude approximation,
since we modeled the potential difference between layers as inifinite.
We now improve this model by modeling a finite potential well. We’ll
use the same picture: an electron is confined to a thin material (thick-
ness L) in one dimension. We will again focus on the z-direction,
recognizing that the electron is modeled by a free matter wave in the
other two directions. y

z

x
L

Material #2

Material #2

Material #1

We model the potential in the z-direction as

V(z) =


0 for |z| ≤ L

2

V0 for |z| > L
2

.

(30.1)

We are interested in situations where our quantum state has total
energy E < V0 so that the electron is bound in the quantum well. We
use the scattering techniques from Chapter 27 to treat that situation. If E > V0 we have to treat the

well as a scattering problem of
a matter wave from a defect.

This model naturally divides itself into three zones, shown in Figure
30.1.

z

V(z)

z = − L
2

z =
L
2

Zone
I

Zone
II

Zone
III

E

V0
Figure 30.1: The finite potential
model for an electron in a
quantum well.

We follow the Technique 28.1. It makes sense to work in the z-
basis in describing our Hamiltonian as we have a potential that
depends on z: Schrödinger Equationator

〈z|
(

ih̄
∂

∂t
|Ψ〉 = Ĥ |Ψ〉

)
. (30.2)
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We need the TISWE in this basis. We actually have two different
TISWEs depending on whether we are in zone II or in zones I and III.
We’ll start in zone II.

TISWE in Zone II

In this zone we have the case where E > V0, so our TISWE in the z
basis is TISWE

− h̄2

2m
d2ψ(z)

dz2 + V(z)ψ(z) = Eψ(z) →
d2ψII(z)

dz2 = −2m
h̄2 EψII(z),

(30.3)

since V0 = 0 in this zone. We define the real, positive wave number

k2 ≡ 2mE
h̄2 (30.4)

so the TISWE becomes

d2ψII(z)
dz2 = −k2ψII(z). (30.5)

This has solutions that can be written as a sum of sines and cosines
(even an odd parity solutions again): ψII(z) = A cos kz + B sin kz
where A and B are constants. Before we can apply the boundary
conditions and initial conditions, we need to take care of the other
two zones.

TISWE in Zones I and III

If this were a classical model, we wouldn’t have to worry about these
zones at all— there is no way in the particle model for a particle to
get to the shaded region in Figure 30.1. However, in our MWM, there
exists this possibility. The TISWE in these zones looks the same as
Eq. (30.3), but we now have a potential V(z) = V0. This means the
TISWE is TISWEd2ψ(z)

dz2 =
2m
h̄2 (V0 − E)ψ(z). (30.6)

We again define a real, positive wave number for these zones

κ2 ≡ 2m
h̄2 (V0 − E) (30.7)

and the TISWE becomes

d2ψI(z)
dz2 = κ2ψI(z). (30.8)

This has exponential solutions ψI(z) = Ceκz + De−κz where C and D
are constants. We need to distinguish our solution for zones, so we’ll
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assign this solution to zone I and different constants F and G to zone
III: ψIII(z) = Feκz + Ge−κz.

Returning to our Technique 28.1, we need to apply the boundary
conditions. We need the wavefunction to be integrable. That means
that as z → ±∞, ψ → 0. That means that we know two of the
constants:

D = 0 and F = 0 (30.9)

because, if not, then as z → −∞, ψI would be infinite and the same
with z→ ∞ and ψIII.

We also need to have the wavefunction continuous which means
that

ψI
(

z = − L
2

)
= ψII

(
z = − L

2

)
and

ψII
(

z =
L
2

)
= ψIII

(
z =

L
2

)
.

(30.10)

And finally, the wavefunction needs to be smooth. We didn’t use
this condition earlier because the potential well was infinitely deep.
But with finite potentials, the wavefunction should be smooth. That
means that we have

dψI

dz

∣∣∣∣
z=−L/2

=
dψII

dz

∣∣∣∣
z=−L/2

and

dψII

dz

∣∣∣∣
z=L/2

=
dψIII

dz

∣∣∣∣
z=L/2

.
(30.11)

So our solution for the energy eigenfuctions of the finite well is

ψE(z) =



ψI(z) = Ceκz z ≤ − L
2

,

ψII(z) = A cos kz + B sin kz − L
2
≤ z ≤ L

2

ψIII(z) = Ge−κz z ≥ L
2

.

(30.12)

Before we can move forward and determine the constants based
on the boundary conditions, we need to determine whether we are
interested in the even or the odd parity solutions. As we saw with
the infinite quantum well, these will be two separate sets of solutions.
Let’s look first at the even parity solutions
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30.1 Even Parity Eigenfunctions

The even parity eigenfunctions have B = 0. And we know that
ψ

(e)
E (z) = ψ

(e)
E (−z), which gives us C = G. So we have

ψ
(e)
E (z) =



ψI,(e)(z) = Ceκz z ≤ − L
2

,

ψII,(e)(z) = A cos kz − L
2
≤ z ≤ L

2

ψIII,(e)(z) = Ce−κz z ≥ L
2

.

(30.13)

We now apply the boundary conditions Eqs. (30.10) and (30.11):

Ce−κL/2 =A cos
(
− kL

2

)
A cos

(
kL
2

)
=Ce−κL/2 (30.14a)

Cκe−κL/2 =− Ak sin
(
− kL

2

)
−Ak sin

(
kL
2

)
=− Cκe−κL/2.

(30.14b)

This gives us a relationship between C and A:

C = AeκL/2 cos
(
− kL

2

)
. (30.15)

Dividing the right-hand set of the boundary condition equations, we
get Active Reading 30.1: Do this

out and make sure you follow
it!

κ

k
= tan

(
kL
2

)
(30.16)

where

κ =

√
2m
h̄2 (V0 − E) and k =

√
2mE

h̄2 . (30.17)

It is natural to simplify this using dimensionless parameters since
both sides of Eq. (30.16) are unitless. We define the parameters

ξ ≡ kL/2 =

√
mL2E

2h̄2 and ξ0 ≡
√

mL2V0

2h̄2 (30.18)

so Eq. (30.16) becomes Active Reading 30.2: Work
through all the substitutions to
get here.tan ξ =

√
ξ2

0
ξ2 − 1. (30.19)

So, returning to Technique 28.1, we need to know what energy eigen-
values are allowable. In order to make the boundary conditions work,
we have to have energies that satisfy Eq. (30.19). The only way to
solve this is numerically. We can see graphically what we are looking
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ξ

Solutions

π

2
π 3π

2
2π 5π

2
ξ0

Figure 30.2: Graphical solutions
for Eq. (30.19). The curve tan ξ

is red and solid, the curve√
ξ2

0/ξ2 − 1 is blue and dotted.

for, though, in Figure 30.2. Once we know the values for ξ that
meet the boundary conditions, we can plug those into Eq. (30.18)
to find the allowable energies. We can then normalize the energy
eigenfunctions, Eq. (30.13).

Example 30.1 What is the lowest energy even-parity eigenfunc-
tion for an electron in a 10 nm thick quantum well with an energy
depth of 20 meV?

Model: We model the electron as a quantum bound state in a
finite quantum well. We’ll model the well with L = 10 nm and
V0 = 20 meV.

Visualization: Our picture is the same as before, now shown in
Fig. 30.3.

z

V(z)

z = − L
2

z =
L
2

E

V0

Figure 30.3:

Solution: We know what the energy eigenfunctions are. We need
to find the lowest energy even solution, though. We plug in the
parameters for an electron into Eq. (30.18) and get ξ0 ≈ 3.62. We
then numerically solve Eq. (30.19) to get ξ1 ≈ 1.23. That means

Active Reading 30.3: Check
that you can do this using a
computer. The integrals, too.

that our wave numbers are

k1 ≈ 0.246 nm−1 and κ1 =
2
L

√
ξ2

0 − ξ2 ≈ 0.69 nm−1. (30.20)
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Now we know from Eq. (30.15) that

C = Ae
√

ξ2
0−ξ2

cos ξ ≈ 10.7A. (30.21)

We now normalize ψ
(e)
E (z):

1 =

∞∫
−∞

∣∣∣ψ(e)
E (z)

∣∣∣2 dz =


0.084 |A|2 Zone I

6.28 |A|2 Zone II

0.084 |A|2 Zone III

. (30.22)

This means that A ≈ 0.4 and C ≈ 4.3. Our normalized energy
eigenfunction for the first even-parity bound energy is thus

ψ
(e)
E (z) ≈


4.3e(0.69 nm−1)z z ≤ −5 nm

0.39 cos((.246 nm−1)z) −5 nm ≤ z ≤ 5 nm

4.3e−(0.69 nm−1)z z ≥ 5 nm

(30.23)

The energy of the electron is about 0.93 meV which is pretty far
down the well.

Assess: We checked the boundary conditions and the nor-
malization and they all came pretty close, given our numerical
approximations. The energy eigenfunction looks right (Fig. 30.4),
too with even parity and no wiggles.

z

ψ
(e)
E (z)

z = −5 nm z = 5 nmE

V0

Figure 30.4:

Exercise 30.1 What are the eigenenergies and normalized eigen-
functions of the other even-parity states of an electron in a 10 nm
thick quantum well with an energy depth of 20 meV? Plot the
eigenfunctions.

Odd-Parity Eigenfunctions

We repeat the same procedure, starting with Eq. (30.12), but this time
working with the odd-parity wavefunction ψII,(o) = B sin kz. The other
change is that, since we are odd parity, ψE(z) = −ψE(−z), so we get
that G = −C.

Exercise 30.2 What is the condition to determine the allowed
energies for odd-parity eigenfunctions (like Eq. (30.19) was for the
even-parity eigenfunctions)?
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Exercise 30.3 What is the lowest energy odd-parity eigenfunction
for an electron in a 10 nm thick quantum well with an energy
depth of 20 meV? Plot the eigenfunction. How does the energy
compare to the even-parity energies?

30.2 Transitions

Finally, we’d like to know the oscillator strengths for transitions
between energy states. We know from Eq. (29.31) that

fab =
2
3

me

h̄2 |Ea − Eb|
∣∣〈ψa| Ẑ |ψb〉

∣∣2 . (30.24)

We can simplify this using our wave number parameters:

fab =
1
3

∣∣∣k2
a − k2

b

∣∣∣ ∣∣〈ψa| Ẑ |ψb〉
∣∣2 . (30.25)

So once we know the energies and eigenfunctions, we can calcu-
late the oscillator strengths for those transitions. We’ll model the
transitions as being driven by z-polarized ElMaWs.

Exercise 30.4 What are the transition strengths between the
different bound states for an electron in a 10 nm thick quantum
well with an energy depth of 20 meV?



31 Multiple Wells and Tunneling

y

z

x
ab

Material #3

Material #3

Material #1

Material #2

Material #2

There are a number of situations where a quantum system such as
an atom or an electron is confined to a well that is finite, but has
neighboring wells. We saw with the finite quantum well model that
some of the wavefunction extended into the classically forbidden
space outside the well. What happens if there is another well nearby
— close enough that these wavefunction tails reach the second well?
We’ll now model that situation. Our picture is going to be a multiple
layer quantum well for an electron. We’ll model the middle Material
#1 as having a potential V0 and the outer Material #3 as being much
higher in potential than anything else. Thus we’ll model them as
infinitely high. Finally, we model Material #2 as our wells with V = 0.
As before, we’ll focus on the z-direction and work in the position
basis. The potential is sketched schematically in Figure 31.1.

z

V(z)

− b
2

b
2

− a
2

a
2

E
V0

Zone
I

Zone
II

Zone
III

Figure 31.1: Double well with
inner barrier width a and outer
barrier total width b.

As before, we need to work in the three zones and determine the
wavefunction in each zone, joining them together with our boundary
conditions.

31.1 Wavefunction Solutions

Because V = 0 in Zones I and III, we can use the same tools we used
in the finite quantum well. The wavenumber is

k =

√
2mE

h̄2 (31.1)
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and the solutions to the TISWE are the sum of sines and cosines.
Except this time we will write them as the sum of two imaginary
exponentials, since that will simplify our work later. We have, then,
for Zones I and III

ψI(z) =Ae−ikz + Beikz (31.2a)

ψIII(z) =Fe−ikz + Geikz. (31.2b)

Similarly, we follow the finite well model in Zone II. We have
wavenumber

κ =

√
2m
h̄2 (V0 − E) (31.3)

and exponential solutions

ψII(z) = Ce−κz + Deκz → Ccosh κz + Dsinh κz (31.4)

which we re-write in terms of cosh and sinh in order to distinguish

Note that cosh(z)= 1/2(ez +

e−z) and sinh(z)= 1/2(ez − e−z).

the even-parity and odd-parity solutions.

Boundary Conditions

Following Technique 28.1, we now need to apply the boundary con-
ditions (BCs) to determine the allowable energies. The wavefunction
must go to zero at ±b/2, must be continuous at ±a/2 and must be
smooth at ±a/2.

Starting with the BCs at ±b/2, we see that ψI(b/2) = 0. This
means that

Active Reading 31.1: Solve
both of these and simplify.

ψI(z) = −2iAeikb/2 sin (kz + kb/2) . (31.5)

Similarly we find

ψIII(z) = −2iFe−ikb/2 sin (kz− kb/2) . (31.6)

However, we notice that the pieces in front of the sine terms are
all just constants. So we can absorb these into the normalization
constants A and F. If we write the Zone I and III wavefunctions as

ψI(z) =A sin(kz + kb/2) (31.7a)

ψIII(z) =F sin(kz− kb/2), (31.7b)

then we’ve matched the boundary conditions and we have the arbi-
trary normalization constant in front.

31.2 Even-parity Wavefunctions

As before, we now choose to work with the even-parity solutions first.
That means we’re looking at The odd parity solutions will be

an exercise.
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ψII(z) = Ccosh κz (31.8)

in Zone II. We now need to match the continuous and smooth BCs at
±a/2. As before, we focus on one of the boundaries and divide the
continuous and smooth BCs:

Active Reading 31.2: Work all
of this out in your notes.

ψI(−a/2) = ψII(−a/2)
dψI

dz

∣∣∣
−a/2

= dψII

dz

∣∣∣
−a/2

→

1
k

tan
(

k
2
(b− a)

)
= −1

κ
coth

κa
2

.

(31.9)

In order to have energy eigenfunctions that match the boundary
conditions, we need to find values for E that satisfy this relationship.
As before, we define the unitless parameters ξ and ξ0 using a form
similar to Eq. (30.18) to make this a unitless problem:

ξ ≡ kb/2 =

√
mb2E
2h̄2 and ξ0 ≡

√
mb2V0

2h̄2 . (31.10)

This makes our BCs from Eq. (31.9) to the unitless√
ξ2

0
ξ2 − 1 tan

[
ξ
(

1− a
b

)]
= −coth

(
a
b

√
ξ2

0 − ξ2
)

. (31.11)

Exercise 31.1 Show that Eq. (31.9) becomes the unitless Eq. (31.11).

Exercise 31.2 Show that the equivalent condition for the odd-
parity wavefunctions to Eq. (31.11) is√

ξ2
0

ξ2 − 1 tan
[
ξ
(

1− a
b

)]
= −tanh

(
a
b

√
ξ2

0 − ξ2
)

(31.12)

Example 31.1 The nitrogen atom in the ammonia molecule can
be in one of two possible wells on the right-hand or left-hand
side of the hydrogen atoms. What are the lowest two bound-state
energies for the nitrogen atom if the 0.2 eV barrier has width
a ≈ 20 pm and the well width is b ≈ 100 pm?

Model: We will model the ammonia molecule double well as a
double square well with infinite walls on the outside. We’ll model
the nitrogen atom as a quantum system and use the tools we’ve
built to find the bound-state energies.
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Figure 31.2:

Visualization: We have a situation that looks like Figure 31.2
where the nitrogen can be in either state.

Solution: We want the bound-state, even-parity energies. We’ll
solve Eq. (31.11) numerically. We get ξ0 ≈ 18.3 and a/b ≈ 0.2.
Solving the equation, we get ξ1,e ≈ 3.674 which gives an energy of
E1,e ≈ 8.06 meV. We get the first odd-parity solution very close at
ξ1,o ≈ 3.675 which gives an energy of E1,o ≈ 8.07 meV.

Active Reading 31.3: I
skipped a lot of steps here.
Make sure you can do these
calculations.

Assess: The actual energy difference between the first two states
is about 100 µeV, so our crude model isn’t quite right. But it gives
an idea of the possible bound states.

31.3 Static and Dynamic Wavefunctions

We now move forward and get an idea of what the energy eigenfunc-
tions look like. We’ll use the same model as in Example 31.1 in order
to have concrete numbers to work with.

Example 31.2 What are the first even-parity and odd-parity
wavefunctions for the nitrogen atom double-well model for ammo-
nia?

Model: Our model is the same as before.

Visualization: Our potential well is the same as before. Explicitly,
we have something that looks like Figure 31.3.

Solution: We need to know the wave numbers and then we can
normalize our energy eigenfunctions. We have

k1,e ≈0.07348 pm−1 κ1,e ≈0.359 pm−1 (31.13a)

k1,o ≈0.0735 pm−1 κ1,o ≈0.359 pm−1. (31.13b)



a quantum mechanic’s guide 218

z [pm]

V(z)

−50 50−10 10
E1,e

E1,o

V0 = 0.2 eV

Figure 31.3: Double well with
inner barrier width 20 pm
and outer barrier total width
100 pm.

We now find the even parity eigenfunction.

ψ
(e)
E (z) =



ψI,(e)(z) = A sin (kz + kb/2) ,

ψII,(e)(z) = Ccosh κz

ψIII,(e)(z) = F sin (kz− kb/2) .

(31.14)

The BC at ±a/2 means that

C = A
sin
[

k
2 (b− a)

]
cosh κa/2

(31.15)

and the fact that the wavefunction is even parity means that F =

−A. We now normalize this, using our known values for k, κ,
a, and b. We get a normalization constant of A ≈ 0.153 and an
eigenfunction of

ψ
(e)
E (z) =



0.153 sin (0.074z + 3.67) −50 ≤ z ≤ −10

0.0017cosh (.359z) −10 ≤ z ≤ 10

−0.153 sin (0.074z− 3.67) 10 ≤ z ≤ 50.

(31.16)
z [pm]

ψ(e)(z)

−50 50−10 10

Figure 31.4:
where z is measured in picometers. This wavefunction is shown in
Fig. 31.4. We repeat the process for the first odd-parity eigenfunc-
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tion to get

ψ
(o)
E (z) =



0.153 sin (0.074z + 3.67) −50 ≤ z ≤ −10

−0.0017sinh (0.359z) −10 ≤ z ≤ 10

0.153 sin (0.074z− 3.67) 10 ≤ z ≤ 50.

(31.17)

This wavefunction is shown in Figure 31.5.

z [pm]

ψ(o)(z)

−50 50−10 10

Figure 31.5:
Assess: Both eigenfunctions integrate to one, so they are normal-
ized. They are the right shape, continuous, and smooth.

Exercise 31.3 Show the work needed to get the even and odd
energy eigenfunctions in Example 31.2.

31.4 Tunneling

The energy eigenfunctions we found in the last section are all station-
ary states. The quantum system stays in a state where it is found in
both wells with equal probability. However, we are interested in the
situation where the state starts in one well. We now apply that initial
condition and look at the evolution of the wavefunction.

We will model the same situation as before - a nitrogen atom in
the double-well potential potential of an ammonia molecule. We will
model this as the double square well as before. We want the system
to start in a single well, so we’ll model the initial state as an equal
superposition of the even and odd eigenstates,

Ψ(z, 0) =
1√
2

(
ψ

(e)
E (z) + ψ

(o)
E (z)

)
. (31.18)

This wavefunction is visualized in Figure 31.6.

z [pm]

Ψ(z, 0)

−50 50−10 10

Figure 31.6:

The time evolution of the state is then

Ψ(z, t) =
1√
2

(
ψ

(e)
E (z)e−iE(e)t/h̄ + ψ

(o)
E (z)e−iE(o)t/h̄

)
. (31.19)

The probability of measuring the system in its initial state is thus

Active Reading 31.4: Work
out the trig identity in the last
step.

P(Ψ(z, 0)) = |〈Ψ(z, 0)|Ψ(z, t)〉|2 =

∣∣∣∣∣∣
∞∫
−∞

Ψ∗(z, 0)Ψ(z, t)dz

∣∣∣∣∣∣
2

(31.20a)

=

∣∣∣∣12 (e−iE(e)t/h̄ + e−iE(o)t/h̄
)∣∣∣∣2 (31.20b)

= cos2
(

∆ωt
2

)
(31.20c)



a quantum mechanic’s guide 220

where ∆ω = (E(o) − E(e))/h̄. So the probability of measuring the state
in the initial well drops to zero after a time t = π/∆ω. It then returns
to its initial configuration with a period of Ttunnel = 2π/∆ω. We can
write this in terms of the dimensionless well parameters ξ(e) and ξ(o):

Ttunnel =
πmb2

h̄
1

ξ2
(o) − ξ2

(e)
. (31.21)

The deeper the potential well, the smaller the difference between the
two dimensionless parameters will be, and the longer the tunneling
period.

Example 31.3 What is the tunneling period for the nitrogen atom
we’ve been modeling?

Model: Our model is the same as before. We now model the initial
configuration of the nitrogen atom as being on one side of the
molecule.

Visualization: The same picture applies.

Solution: The energy difference between the even- and odd-parity
states is ∆E ≈ 0.01 meV. That means that the frequency difference
is ∆ω ≈ 15.1× 109 rad/s. That gives a tunneling period of about
0.4 ns. That time scale is about right for molecular dynamics.

Exercise 31.4 An electron is confined to a double quantum well
structure where the barrier is 5 nm wide and has a potential of
0.5 eV. The wells on either side are each 20 nm wide and the next
material has a very high potential barrier. If the electron is injected
into one of the two wells, what is the approximate tunneling time?



32 Quantum Harmonic Oscillator: Posi-
tion Basis

32.1 Harmonic Potentials

x′

V(x′)

x′ = xeq

x
There are a number of situations where a quantum object is in some
kind of bound state with a potential that varies smoothly in some
dimension. If the potential has a local minimum at x′ = xeq, we can
approximate the potential with a quadratic series expansion about
that equilibrum point. We’ll define the coordinate x ≡ x′ − xeq so that

V(x′) =V(xeq + x) ≈ V(xeq) + x
dV
dx′

∣∣∣∣
x′=xeq

+
1
2

(
d2V
dx′2

∣∣∣∣
x′=xeq

)
x2

(32.1a)

≈V(xeq) +
1
2

kx2 (32.1b)

because dV/dx′ = 0 at an equilibrium position and we’ve defined

k ≡ d2V
dx′2

∣∣∣∣
x′=xeq

, (32.2)

which is positive at the local minimum at x′ = xeq. The total mechani-
cal energy, and thus the Hamiltonian, for a system in one-dimension
in this type of simple harmonic oscillator (SHO) potential is

HSHO =
p2

x
2m

+
1
2

kx2, (32.3)

where px and m are the momentum and mass of the system, respec-
tively. There is a natural frequency scale for the SHO: ω0 ≡

√
k/m.

We insert this into the Hamiltonian to get

HSHO =
p2

x
2m

+
1
2

mω2
0x2. (32.4)
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32.2 SHO in the Position Basis

We now follow our general techniques for modeling the quantum
system in a SHO. We convert the Hamiltonian to an operator:

Ĥ =
1

2m
P̂2

x +
1
2

mω2
0X̂2. (32.5)

We now need to decide what basis to work with. There are both
momentum and position operators in this Hamiltonian, so we could
potentially work in either basis. Because the potential is written in
terms of a position basis operator, we’ll work in the position basis.
We then convert the Schrödinger equation to the TISWE, since our
potential is time-independent. That gives us TISWE

− h̄2

2m
d2ψE(x)

dx2 +
1
2

mω2
0x2ψE(x) = EψE(x). (32.6)

We now need to solve this second-order differential equation. We
look up the solutions in a math table and find that the solutions I actually use my C.A.S. for

this kind of thing - it keeps the
constants straight for me.

are in terms of Parabolic Cylinder D functions, denoted Dν(ξ). The
solutions to Eq. (32.6) are

ψE(x) = A D( E
h̄ω0
− 1

2

) (i

√
2mω0

h̄
x

)
+ B D( E

h̄ω0
− 1

2

) (√2mω0

h̄
x

)
.

(32.7)
We now apply the BCs to determine the constants A and B and to
determine the conditions, if any, on the total energy E. The first
condition is that Dν(iξ) does not converge at ±∞. That means we
must set the coefficient A = 0. Furthermore, we find that Dν(ξ) only
converges at ±∞ if ν is a positive or zero integer. That means we
have the condition

E
h̄ω0
− 1

2
= n where n = 0, 1, 2, 3, . . . . (32.8)

Rewriting this, we see that the energy En comes in quantized steps

En =

(
n +

1
2

)
h̄ω0. (32.9)

Finally, we normalize the energy eigenfunctions so that Active Reading 32.1: Check
the integral on your own.
Again, I recommend using a
C.A.S. here.

1 =

∞∫
−∞

ψ∗E(x)ψE(x)dx = |B|2 (n!)
√

2π

√
h̄

2mω0
. (32.10)

Finally, we note that there is a natural length scale here

∆x0 ≡
√

h̄
2mω0

(32.11)
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which we can use in the argument of the Parabolic Cylinder D func-
tions. We put this all together to get the energy eigenfunctions, which
are now denoted ψn(x) ≡ 〈x|En〉 to indicate that they depend on the
integer n:

ψn(x) =
1

(2π)1/4
1√

n!∆x0
Dn

(
x

∆x0

)
. (32.12)

Because n is an integer, this also can be written in terms of the Her- The first four states are:

ψ0(x) =
e−x2/(4∆x2

0)

(2π)1/4
√

∆x0
(32.13a)

ψ1(x) =
e−x2/(4∆x2

0)

(2π)1/4
√

∆x0

x
∆x0

(32.13b)

ψ2(x) =
e−x2/(4∆x2

0)

(2π)1/4
√

∆x0

(
x2

√
2∆x2

0

− 1√
2

)
(32.13c)

ψ3(x) =
e−x2/(4∆x2

0)

(2π)1/4
√

∆x0

(
x3

√
6∆x3

0

− 3x√
6∆x0

)
(32.13d)

mite polynomials

ψn(x) =
1

(2π)1/4
e−x2/(4∆x2

0)√
2nn!∆x0

Hn

(
x

∆x0

)
. (32.14)

The first four energy eigenfunctions are graphed in Figure 32.1. As
we’ve seen before, there are even-parity and odd-parity eigenfunc-
tions. We also see that as the energy increases (with increasing n), the
number of zero-crossings in the wavefunction also increases.

x
∆x0

ψ0(x)

−4 −2 2 4
x

∆x0

ψ1(x)

−4 −2 2 4

x
∆x0

ψ2(x)

−4 −2 2 4
x

∆x0

ψ3(x)

−4 −2 2 4

Figure 32.1: The first four en-
ergy eigenfunctions.

Exercise 32.1 Show that, for the quantum SHO, the average
position measurement of the ground state ψ0(x) is〈

X̂
〉
= 0, (32.15)

and that the average 〈
X̂2
〉
= ∆x2

0. (32.16)
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Example 32.1 A single calcium ion is trapped in a harmonic Paul
trap with trap frequency ω0 = (2π)2.5 MHz and is cooled to the
ground state ψ0(x). What is the uncertainty if we measure the
ion’s position?

Model: We model the calcium ion (mass 40 amu) as a quantum
system in a quantized SHO. Since the atom is in the ground state,
we can use the results from above to calculate its measurement
uncertainty since

∆X =

√〈
X̂2
〉
−
〈

X̂
〉2. (32.17)

Visualization: We are modeling the atom as being in the ground
state wavefunction ψ0(x) as shown in Figure 32.1.

Solution: We know that
〈

X̂
〉
= 0 and that

〈
X̂2〉 = ∆x2

0. This means
that the uncertainty in the measurement is just the constant ∆x0:

∆x0 =

√
h̄

2mω0
≈ 7.1 nm. (32.18)

Assess: The spread in the wavefunction is larger than we would
expect for the size of an atom (about 0.1 nm), but it seems like it is
on the right scale.

32.3 Dynamics and Transitions in the QSHO

As we’ve seen before, once we have the eigenfunctions for the Hamil-
tonian, we can write the time-dependent wavefunction for an arbi-
trary state

ψ(x, t) = ∑
n

ane−iEnt/h̄ψn(x). (32.19)

We now model transistions between energy eigenstates in the
quantum SHO. The energies are

En =

(
n +

1
2

)
h̄ω0 where n = 0, 1, 2, 3, . . . . (32.20)

The first thing to note is that there is a lowest energy state where
n = 0. We can make transitions down to this energy state, but
not below it. We plot the first four probability densities at vertical
spacings of ∆E = h̄ω0 in Figure 32.2. We convert the spring constant
to energy units using the definition for k, E0 and ∆x0 so that

k =
E0

∆x2
0

. (32.21)

We also note that there are definite parity states. Because of this,
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x
∆x

|ψn(x)|2

n = 0

n = 1

n = 2

n = 3

∆E = h̄ω0

E0 = h̄ω0/2

−4 −2 0 2 4

Figure 32.2: The first four en-
ergy probability densities.

the expectation values

〈
X̂
〉
=
〈

En|X̂|En
〉
=

∞∫
−∞

ψ∗n(x)xψn(x)dx = 0. (32.22)

This is because x is odd-parity and, since ψn is real, |ψn(x)|2 is even
parity. The product of those two, integrated over an even interval, is
zero.

Exercise 32.2 Use an analogous argument using the parity of the
wavefunctions to show that 〈

P̂x
〉
= 0. (32.23)

Exercise 32.3 What is the uncertainty relationship for the ground
state energy eigenfunction:

∆X∆Px? (32.24)

If we model transitions as being driven by ElMaWs polarized in
the x-direction, then the oscillator strength from Eq. (29.31) for a Recall that the oscillator

strength gives a relative prob-
ability for the transition to
happen.

transition between two energy eigenstates is

fnm =
2
3

m
h̄2 |En − Em|

∣∣〈ψn| X̂ |ψm〉
∣∣2 . (32.25)

The matrix elements have the same form as the expectation value for
the position. We therefore make the same argument - the only way
the oscillator strength will be non-zero if if we make the transition
from an odd-parity state to an even-parity state or vice-versa.
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Example 32.2 What is the oscillator strength for the transition of
a trapped calcium ion (as in Example 32.1) between the ground
state and the first excited state?

Model: We are modeling this as we did before- the calcium ion is
in the ground state and we are coupling and ElMaW with energy
h̄ω0 on resonance.

Visualization: The transition is between the ground state and the
first excited state- we need the overlap integral between these two.
The solid curve is ψ0, the dashed is ψ1 and the dotted curve is
ψ0xψ1. We’ve graphed this in Figure 32.3.

x
∆x

ψ(x)

−4 −2 2 4

Figure 32.3:

Solution: The overlap integral is

∣∣〈ψ1| X̂ |ψ0〉
∣∣2 =

∣∣∣∣∣∣
∞∫
−∞

ψ1(x)xψ0(x)dx

∣∣∣∣∣∣
2

= ∆x2
0. (32.26)

So the oscillator strength is (where En+1 − En = h̄ω0)

f10 =
2
3

m
h̄2 (h̄ω0)∆x2

0 =
1
3

. (32.27)

Assess: The oscillator strength is unitless and in the right range.

Exercise 32.4

Make a table of the oscillator strengths for a transition between
any two of the first 10 energy eigenstates of the quantum SHO.



33 Quantum Harmonic Oscillator: Num-
ber Basis

There is another way to model the quantum simple harmonic os-
cillator. This technique involves working some operator algebra,
but it will eventually get us to the same solution. One of the rea-
sons to do this is that we will build a new model for working with
operators that will be useful again later. We start by modeling our
one-dimensional quantum simple harmonic oscillator with the Hamil-
tonian operator from Eq. (32.5):

Ĥ =
1

2m
P̂2

x +
1
2

mω2
0X̂2. (33.1)

This operators is the sum of two squares and can be factorized like
this Mathematically d2 + e2 =

(d + ie)(d− ie).
√mω2

0
2

X̂ +
P̂x

i
√

2m

√mω2
0

2
X̂− P̂x

i
√

2m

 . (33.2)

However, there is a problem with this. Because
[
X̂, P̂x

]
= ih̄, the

expansion of this product isn’t quite right; we actually get Active Reading 33.1: Do this
expansion in your notes.

i
ω0

2
([

X̂, P̂x
])

= − h̄ω0

2
. (33.3)

So the Hamiltonian is actually

Ĥ =

√mω2
0

2
X̂ +

P̂x

i
√

2m

√mω2
0

2
X̂− P̂x

i
√

2m

+
h̄ω0

2
(33.4a)

=

[(√
mω0

2h̄
X̂ +

P̂x

i
√

2mh̄ω0

)(√
mω0

2h̄
X̂− P̂x

i
√

2mh̄ω0

)
+

1
2

]
h̄ω0.

(33.4b)

We define two new operators that are the quantities in the product Other quantum texts use the
notation â† for this operator.
That notation is confusing since
it uses a lower-case letter and
doesn’t describe what it does.
We will not use it.

Â+ ≡
(√

mω0

2h̄
X̂ +

P̂x

i
√

2mh̄ω0

)
Â− ≡

(√
mω0

2h̄
X̂− P̂x

i
√

2mh̄ω0

)
.

(33.5)
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Note that the two operators are related by the Hermitian conjugate
Â−† = Â+. The Hamiltonian is then

Ĥ =

(
Â+Â−+

1
2

)
h̄ω0. (33.6)

It now makes sense to work in a different basis than the position
basis. We need to explore the properties of these new operators first
to find their eigenvectors and eigenvalues. Once we have those, we
will work in that basis to solve the time-independent Schrödinger
equation.

33.1 Properties of Â+ and Â−
The first thing to do is explore the commutation relationships. The
first one is an exercise:

Exercise 33.1 Use the definition of the Â+ and Â− operators from
Eq. (33.5) to show that [

Â−, Â+
]
= 1 (33.7)

Because the combination of the two operators Â+Â− appears in
the Hamiltonian, we define a new operator that is the product of
those two:

N̂ ≡ Â+Â−. (33.8)

The commutation relationships between Â± and N̂ tell us whether
these operators commute with the Hamiltonian and are therefore a
good starting point for finding an eigenvector basis. However, we
find that[

Â+, N̂
]
=Â+Â+Â−− Â+Â−Â+ (33.9a)

=Â+
(
Â+Â−− Â−Â+

)
= −Â+ and (33.9b)[

Â−, N̂
]
=Â−. (33.9c)

So these are not a good operator set to work with. However, we can
work with the combination opeartor N̂ since

[
N̂, Ĥ

]
= 0. We will call

the eigenvectors of N̂ |n〉 for now and then explore the meaning of
this notation later on. So we start with

N̂ |n〉 = n |n〉 . (33.10)

We now look at what happens if we apply the operator N̂
(
Â+ |n〉

)
: Active Reading 33.2: Work

out this first step on your own.
N̂
(
Â+ |n〉

)
=Â+

(
N̂ + 1

)
|n〉 (33.11a)

=Â+(n + 1) |n〉 (33.11b)

=(n + 1)
(
Â+ |n〉

)
. (33.11c)
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That means that Â+ |n〉 is an eigenvector of N̂ with eigenvalue (n + 1).
That must mean that Â+ |n〉 = C+ |n + 1〉 where C+ is a normaliza-
tion constant. We now identify the operator Â+ as a raising operator
because when it acts on the eigenvector |n〉, it raises the number by
one.

Exercise 33.2 Show that the lowering operator Â− acts similarly on
the state |n〉:

Â− |n〉 = C− |n− 1〉 (33.12)

where C− is a normalization constant.

We now need to determine the normalization constants. We do
this with the condition that our eigenvectors are normalized: 〈n|n〉 =
1. That means that Active Reading 33.3: Follow

down each side of this argu-
ment.〈n|

(
Â+
)† (Â+

)
|n〉 = 〈n| Â−Â+ |n〉 (33.13a)

↓ ↓
|C+|2 =n + 1 (33.13b)

which means that C+ =
√

n + 1. Similarly, C− =
√

n. Finally, we Active Reading 33.4: Work
this one out, too.check the average of the N̂ in the |n〉 basis:

〈n| N̂ |n〉 = n 〈n|n〉 = n. (33.14)

But we also have that

〈n| N̂ |n〉 =
(
〈n| Â−†

)
Â− |n〉 = 〈Ψ|Ψ〉 ≥ 0 (33.15)

which implies that n ≥ 0. So there is a minimum value to the eigen-
vectors and eigenvalues of the N̂ operator, |nmin〉 = |0〉 with eigen-
value nmin = 0. So if we repeatedly act with the lowering operator on
an arbitrary eigenvector |n〉, we eventually reach this minimum state:

Â− |n〉 ∝ |n− 1〉 ; Â− |n− 1〉 ∝ |n− 2〉 . . . Â− |nmin〉 = 0 |0〉 . (33.16)

This also means that

N̂ |nmin〉 = Â+Â− |nmin〉 = Â+ (0 |0〉) = 0Â+ |0〉 = 0. (33.17)

We can also go the other way, staring with the |0〉 state and building
to any arbitrary |n〉 state with the raising operator

|n〉 = 1√
n!

(
Â+
)n |0〉 . (33.18)

We now interpret this model: the operator N̂ is the number operator
whose eigenvectors |n〉 are a number basis with eigenvalues n. The
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number basis is a set of integer values n ≥ 0 and is an orthonormal
basis where Active Reading 33.5: Use the

raising and lowering operators
to show this.

〈n|m〉 = δnm. (33.19)

The raising and lowering operators move between the eigenvectors
of the number basis with a minium eigenvector |nmin〉 = |0〉 with
eigenvalue 0. Putting this all together, we have

Â+ =

(√
mω0

2h̄
X̂ +

P̂x

i
√

2mh̄ω0

)
Â− =

(√
mω0

2h̄
X̂− P̂x

i
√

2mh̄ω0

)
Â+ |n〉 =

√
n + 1 |n + 1〉

Â− |n〉 =
√

n |n− 1〉
N̂ |n〉 = Â+Â− |n〉 = n |n〉 , n = 0, 1, 2, . . . .

(33.20)

33.2 TISWE in the Number Basis

We return to the Hamiltonian, written using the number operator

Ĥ =

(
N̂ +

1
2

)
h̄ω0. (33.21)

The Hamiltonian acts on the number states

Ĥ |n〉 =
(

N̂ +
1
2

)
h̄ω0 |n〉 (33.22a)

=

(
n +

1
2

)
h̄ω0 |n〉 (33.22b)

so we see that the number states |n〉 are energy eigenvectors of the
Hamiltonian with eigenvalues

En = (n +
1
2
)h̄ω0. (33.23)

We’ve seen these eigenvalues before— they are the same eigenvalues
associated with the energy eigenfunctions ψn(x). That means that we
can change between the two different bases by projecting the position
basis on the number states Wavefunctioner

ψn(x) = 〈x|n〉 . (33.24)

Our model also lets us formulate the eigenfunctions by starting with
the number basis states. Because 〈x| Â− |0〉 = 0, we expand the
lowering operator using Eq. (33.5) to get

0 = 〈x|
(√

mω0

2h̄
X̂− P̂x

i
√

2mh̄ω0

)
|0〉 (33.25a)

=

√
mω0

2h̄
〈x| X̂ |0〉 − 1

i
√

2mh̄ω0
〈x| P̂x |0〉 (33.25b)
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We insert 1̂ =
∫
|x′〉 〈x′| dx′ twice between the operators and the Completeness Spanner

|0〉. We then use the definitions for the eigenfunctions in the position
basis and the definitions of the matrix elements to get Active Reading 33.6: Work

out the steps in your notes.
dψ0(x)

dx
= −mω0

h̄
xψ0(x). (33.26)

This differential equation has (normalized) solution

ψ0(x) =
(mω0

πh̄

)1/4
e−

mω0x2

2h̄ (33.27)

which is equivalent to what we found in Section 32.2. We can con-
tinue to operate on the number basis vectors to build up the other
eigenfunctions.

Example 33.1 What is
〈

X̂
〉

using the number basis?

Model: We will model our system using the number basis.

Visualization: The number basis vectors, converted to the position
basis, look just like we saw in Section 32.2.

Solution: In the number basis, we have〈
X̂
〉
= 〈n| X̂ |n〉 . (33.28)

We need to rewrite Eq. (33.5) in order to find X̂ in terms of Â±. It
is a bit of algebra to get

Active Reading 33.7: Do this
one in your notes, too!

X̂ =

√
h̄

2mω0

(
Â−+ Â+

)
P̂x =− i

√
mh̄ω0

2
(
Â−− Â+

)
.

(33.29)

Therefore we have

The units for X̂ are [length] and
for P̂x are [mass·length/time]
which are momentum units.
That makes sense because in
this basis |n〉 are unitless as are
the eigenvalues n.

〈n| X̂ |n〉 = 〈n|
√

h̄
2mω0

(
Â−+ Â+

)
|n〉 (33.30a)

=

√
h̄

2mω0
〈n|
(√

n |n− 1〉+
√

n + 1 |n + 1〉
)

(33.30b)

= 0 (33.30c)

because the number states are orthonormal.
Assess: The result agrees with what we found previously for

the quantum SHO.
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Exercise 33.3 For a simple harmonic oscillator in the state |n〉,
calculate the following (using the raising and lowering operators—
no integrals!):

(a) 〈P̂x〉 (b) 〈X̂2〉 (c) 〈P̂2
x 〉

(d) ∆X (e) ∆Px (f) ∆X∆Px

Is the uncertainty principle satisfied?

33.3 Transitions in the Number Basis

We saw in Section 32.3 that an ElMaW can drive transitions between
neighboring eigenstates of the Hamiltonian. We now identify the
raising and lowering operators in our model with dipole transitions
between states. We also saw that the dipole transitions only couple
nearest neighbors: n to n ± 1. This agrees with our number state
model where the raising and lowering operators only shift the num-
ber states by one.

Exercise 33.4 The quantum mechanical state of a simple har-
monic oscillator that most closely behaves like a classical state is a
coherent state. Furthermore, the quantum state of the ElMaW from
an ideal laser is a coherent state of the electromagnetic field. [Note:
the Gaussian wave packet of a massive particle is also often called
a coherent state.] Since they are so important, let’s investigate how
they relate to the simple harmonic oscillator.

For more discussion of these
states, see S. Howard and S.
K. Roy, Am. J. Phys. 55, 1109

(1987).

A coherent state for the simple harmonic oscillator |α〉 is de-
fined to be an eigenstate of the lowering operator Â−:

Â− |α〉 = α |α〉 , (33.32)

where α is the eigenvalue. Since Â− is not Hermitian (Â−† 6= Â−),
the eigenvalues α are generally complex: α∗ 6= α, so the Hermitian
congugate of Eq. (33.32) must be written in terms of the raising
operator Â−†:

〈α|Â−† = 〈α|α∗. (33.33)

(a) Use these results and the methods used in the previous prob-
lem to show for a quantum simple harmonic oscillator in a
coherent state (|ψ〉 = |α〉),

∆X∆Px =
h̄
2

, (33.34)

i.e., this state is the best one can hope for by the Heisenberg
Uncertainty Principle.
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(b) The position wave function of a SHO coherent state can be
written as

Ψα(x, 0) = ψα(x) = 〈x|α〉 =
(

1
2πβ2

)1/4
e−(x−x0)

2/4β2
, (33.35)

where β is a constant having dimensions of length. Does this
lead to a Gaussian position probability distribution? If so, what
is σ?

(c) Since this is not an eigenstate of the Hamiltonian, it will evolve
with time with position probability density

|Ψα(x, t)|2 =
1

β
√

2π
e−(x−x0 cos ω0t)2/2β2

. (33.36)

Use a C.A.S. to create an animation of |Ψ(x, t)|2 using β = 0.5
Å, x0 = 1 Å, and ω0 = 1 rad/s. Does the system behave like
a classical simple harmonic oscillator? How does its behavior
differ (besides the fact that it oscillates back and forth) from the
Gaussian wave packet of the free-particle that you investigated
earlier?



34 Part III Review and Test

We started this part using the Matter Wave Model to model the in-
terference of atoms or other quantum systems. We implemented
a Gaussian wave packet model the create normalizable states that
model the behavior of freely propagating systems. We then moved
to bound systems and developed a model for describing the station-
ary states and dynamics of bound quantum systems. We applied
this model to infinite quantum wells, finite quantum wells, multiple
quantum wells, and the quantum harmonic oscillator. We also mod-
eled transitions between two bound states and found that they will
undergo Rabi oscillations.

It is important to practice using these tools to model experiments.
The following set of exercises is a good way to test your understand-
ing of these models. Try to do these without referring to the previous
text. If you can do all of them and your solutions agree with those
provided on the following pages, then you are in pretty good shape
to move forward with the material. If not, you should specifically
review the material you do not have mastery of yet, then retry the
test exercises.

Exercise 34.1 In a simple model of the Colella-Overhauser-Werner
(COW) experiment, a Mach-Zehnder interferometer is rotated from
a horizontal plane to a vertical plane such that the horizontal path
CD is a height H0 above the horizontal AB path:

Detector'#1'
Mirror'C'

Incident'Beam'

Mirror'B'

Beam'spli6er'D'

Detector'#2'

Beam'spli6er'A' L0

H0

y'

x'

!g
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A beam of neutrons each with momentum p0 is incident upon
beam splitter A which then splits the beam into upward and hor-
izontal beams as shown. One can show that in this configuration,
the neutrons have a propagation amplitude eiα for traveling the
vertical paths AC or BD, where α depends on p0, the gravitational
acceleration g, and H0. Using energy conservation, one finds that
the neutron’s momentum traveling along the top horizontal path
CD is pCD ' p0 − (m2gH0)/p0, where m is the mass of the neutron.

(a) Find λCD/λ0, the ratio of the wavelength of the neutrons when
they’re traveling the top horizontal path CD compared to their
incident wavelength λ0. Which is larger?

(b) Find the probability that neutron will reach detector #1.

Exercise 34.2 A quantum system with mass m is trapped in a 1-D
harmonic oscillator with characteristic frequency ω0. The system
begins in a superposition state of the first two energy eigenstates:

|Ψ(t = 0)〉 = 1
2
|0〉+ i

√
3

2
|1〉 . (34.1)

What is the average momentum measurement as a function of
time?

Exercise 34.3 A quantum system is trapped in a very deep 1-D
potential that has a very small bump in the center of the well as
shown in Figure 34.1. What are the energies of the bound states in
this system?

z

V(z)

− L
2

L
2

− a
2

a
2

V0

Figure 34.1: Very deep well
with a small bump in the mid-
dle
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Exercise 34.4 What are the bound state energies for a very nar-
row, very deep one-dimensional potential well, V(x) = −αδ(x)?

Stop here and don’t continue reading until you have completed the
exercises.
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Example 34.1 In a simple model of the Colella-Overhauser-
Werner (COW) experiment, a Mach-Zehnder interferometer is
rotated from a horizontal plane to a vertical plane such that the
horizontal path CD is a height H0 above the horizontal AB path:

Detector'#1'
Mirror'C'

Incident'Beam'

Mirror'B'

Beam'spli6er'D'

Detector'#2'

Beam'spli6er'A' L0

H0

y'

x'

!g

A beam of neutrons each with momentum p0 is incident upon
beam splitter A which then splits the beam into upward and hor-
izontal beams as shown. One can show that in this configuration,
the neutrons have a propagation amplitude eiα for traveling the
vertical paths AC or BD, where α depends on p0, the gravitational
acceleration g, and H0. Using energy conservation, one finds that
the neutron’s momentum traveling along the top horizontal path
CD is pCD ' p0 − (m2gH0)/p0, where m is the mass of the neutron.

(a) Find λCD/λ0, the ratio of the wavelength of the neutrons when
they’re traveling the top horizontal path CD compared to their
incident wavelength λ0. Which is larger?

(b) Find the probability that neutron will reach detector #1.

Model: We will model the neutrons as a quantum system with
uniform incoming momentum. Because we are treating different
paths, we will use the path-integral formalism and determine the
overall phase of each path at the detector.

Visualization: The picture is shown above.

Solution:

(a) We first look at the relative wavelengths of the initial state
and the state moving across the top arm. Initially, we have a
momentum of p0, so the corresponding wavelength is λ = h/p0

or, similarly, k0 = p0/h̄. The wavelength across the top is then

λCD = h/pCD =
h

p0 − (m2gH0)/p0
. (34.2)
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Therefore, the ratio of the two wavelengths is

λCD
λ0

=
p0

pCD
=

1

1− m2gH0
p2

0

> 1. (34.3)

So we have λCD > λ0.

(b) In order to find the probability of detection at detector #1, we
need the total phase of each path. We start with path ΨABD:

ΨABD =ψT
BS,AψA→BψMBψB→DψR

BS,D (34.4a)

=
1√
2

eik0L0(−1)eiα i√
2

. (34.4b)

The other path is then

ΨACD =ψR
BS,AψA→CψMBψC→DψT

BS,D (34.5a)

=
i√
2

eiα(−1)eikCD L0
1√
2

. (34.5b)

We insert in the wavenumber for the top path and then find the
magnitude squared:

P = |Ψ|2 = |ψABD + ψACD|2 (34.6a)

=
1
4

∣∣∣1 + eim2gH0L0/(h̄p0)
∣∣∣2 (34.6b)

=
1
2

(
1 + cos

m2gH0L0

h̄p0

)
(34.6c)

Assess: The units check out correctly on the cosine phase. This
looks similar to our other modified interferometers in that the
phase difference between the two arms, due to the different gravi-
tational potential, leads to a change in the probability of detecting
at detector #1.

Example 34.2 A quantum system with mass m is trapped in a 1-D
harmonic oscillator with characteristic frequency ω0. The system
begins in a superposition state of the first two energy eigenstates:

|Ψ(t = 0)〉 = 1
2
|0〉+ i

√
3

2
|1〉 . (34.7)

What is the average momentum measurement as a function of
time?

Model: We model this as a one-dimensional quantum harmonic
oscillator (QHO). We know that the energies are En = (n + 1/2)h̄ω0

for the QHO.



a quantum mechanic’s guide 239

x
∆x

ψ(x)

−4 −2 2 4

Figure 34.2:

Visualization: We are starting in a superposition state, so our
wavefunction will begin looking something like the sum shown in
Fig 34.2.

Solution: We first find the time evolution of the quantum state
using what we know if the energies for the first two eigenstates:

|Ψ(t)〉 = 1
2

eiω0t/2 |0〉+ i
√

3
2

e3iω0t/2 |1〉 . (34.8)

We now find the average angular momentum measurement for
this quantum state:

〈Ψ| P̂x |Ψ〉 = 〈Ψ|
(
−i

√
mh̄ω0

2
[
Â−− Â+

])
|Ψ〉 (34.9a)

=

√
3mh̄ω0

8
cos ω0t, (34.9b)

where we’ve used the properties of the raising and lowering
operators and the orthogonality of the number states to simplify
the average.

Assess: The units are correct: we get kg·m/s for the units. We find
that the average momentum starts at a maxima, then oscillates
between zero and the maximum momentum. That makes sense,
given that the state is in a harmonic oscillator.

Example 34.3 A quantum system is trapped in a very deep 1-D
potential that has a very small bump in the center of the well as
shown in Figure 34.3. What are the energies of the bound states in
this system?

Model: We are going to model this as a small perturbation to the
infinite quantum well. Because we are only interested in the ener-
gies of the system, we’ll use what we know if the eigenfunctions
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of the infinite quantum well to find the energy shift due to the
perturbation.

Visualization:

z

V(z)

− L
2

L
2

− a
2

a
2

V0

Figure 34.3: Very deep well
with a small bump in the mid-
dle

Solution: We know that the eigenfunctions of the unperturbed
infinite quantum well are given in Eq. (28.10):

ψZ,n(z) =



√
2
L

cos
(nπz

L

)
|z| ≤ L

2
, n = 1, 3, 5, . . .

√
2
L

sin
(nπz

L

)
|z| ≤ L

2
, n = 2, 4, 6, . . .

0 |z| > L
2

,

(34.10)

where we’ve calculated the normalization constant for both the
even and odd eigenfunctions. The energy shift due to the perturba-
tion was determined in Eq. (28.25). We model the perturbation to
the Hamiltonian as

Ĥ′ = V0 for − a/2 < z < a/2. (34.11)

ψn(z) = Bz sin
(nπz

L

)
|z| ≤ L

2
, n = 2, 4, 6, . . . (34.12)

We first find the energy correction for the even eigenfunctions:

E1e
n =

〈
ψ0e

n

∣∣∣ Ĥ′
∣∣∣ψ0e

n

〉
=

a/2∫
−a/2

V0
2
L

cos2(nπz/L)dz (34.13a)

=V0

(
a
L
+

sin(nπa/L)
nπ

)
. (34.13b)



a quantum mechanic’s guide 241

The odd energy corrections are

E1o
n =

〈
ψ0o

n

∣∣∣ Ĥ′
∣∣∣ψ0o

n

〉
=

a/2∫
−a/2

V0
2
L

sin2(nπz/L)dz (34.14a)

=V0

(
a
L
− sin(nπa/L)

nπ

)
. (34.14b)

Putting these together and connecting the odd-even differences in
n gives us

E1
n = V0

(
a
L
+

(−1)n+1

nπ
sin

nπa
L

)
. (34.15)

The unperturbed energies are

Ez,n =
h̄2π2n2

2mL2 , (34.16)

so the total energies are

E = Ez,n + E1
n =

h̄2π2n2

2mL2 + V0

(
a
L
+

(−1)n+1

nπ
sin

nπa
L

)
. (34.17)

Assess: The perturbation has units of energy, so that is good.

Example 34.4 What are the bound state energies for a very nar-
row, very deep one-dimensional potential well, V(x) = −αδ(x)?

Model: We saw how to treat a delta-function potential in Section
27.4.

Visualization: The negative delta function can be visualized as a
very deep spike at x = 0, shown in Figure 34.4.

x

V
V0

E
Figure 34.4:

Solution: We need the TISWE for the two regions in this potential:
x < 0 and x > 0. We’ll call the wavefunctions ψ−(x) and ψ+(x)
in those two regions. Because the potential is zero in both of the
regions, the TISWE is the same:

− h̄2

2m
∂2ψ±(x)

∂x2 = Eψ±(x)→ ∂2ψ±(x)
∂x2 =

−2mE
h̄2 ψ±(x). (34.18)
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Because E < 0, the term on the right is positive and will call it

κ2 =
−2mE

h̄2 . (34.19)

The solutions to the TISWE are then exponentials:

ψ(x) =

Ae−κx + Beκx x ≤ 0

Ce−κx + Deκx x ≥ 0.
(34.20)

The boundary conditions require that as x → ±∞, ψ±(x) →
0, so A = 0 and D = 0. We require that the wavefunction is
continuous, so ψ−(0) = ψ+(0), or B = C. Because the potential,
V(x) = −α δ(x), is infinite at the origin, we will not have a smooth
wavefunction. Rather, we will have to meet the condition that we
found in Eq. ( 27.29):

dψ−
dx

∣∣∣∣
0+
− dψ+

dx

∣∣∣∣
0−

=
−2mα

h̄2 ψ(x = 0). (34.21)

This means we have

(−Bκ)− (Bκ) =
−2mα

h̄2 B (34.22)

or
κ =

mα

h̄2 (34.23)

and there is only one allowed energy:

E = − h̄2κ2

2m
= −mα2

2h̄2 . (34.24)

Assess: The units for the energy are a bit tricky: we first need
to know the units for α, which are J·m. That means we have
kg·J2·m2/J2·s2 =J. So it works out. It seems a bit strange to have
only one bound state energy, but there is only one way to make
things work out to match the boundary conditions.



Part IV Atomic Quantum States

We finish with a series of models describing atomic systems and
interactions between quantum systems.

Hydrogen
Atom Models

Multiple Quan-
tum Wells

Quantum Scattering

Quantum Beamsplitters



35 Angular Momentum Operators

We return now to our three-dimensional quantum models. We now
improve the model working in spherical coordinates that we started
in Section 26.1. We concentrate on potentials that are only depen-
dent on the distance r and not on the angular coordinates θ and φ,
V(~r) = V(r). In this case, there are no external torques acting on
the system and the angular momentum is conserved. That makes
angular momentum a useful quantity to explore. We will first build
a formalism for working with angular momentum, then we will use
that to describe the wavefunctions of states in spherically symmetric
quantum potentials.

35.1 Angular Momentum Operator

y

z

x

~r

~p

~LThe classical angular momentum vector is

~L =~r× ~p→

Lx =ypz − zpy

Ly =zpx − xpz

Lz =xpy − ypx.
(35.1)

As we’ve done before, we model the quantum angular momentum
operator by turning the position and momentum into their corre-
sponding quantum operators. That gives us the quantum angular
momentum operator

~̂L = ~̂R× ~̂P→
L̂x =ŶP̂z − ẐP̂y

L̂y =ẐP̂x − X̂P̂z

L̂z =X̂P̂y − ŶP̂x.

(35.2)

This is actually a set of three operators describing the three compo-
nents of angular momentum. Any time we have multiple operators
that act on a quantum state |Ψ〉, we need to know if they can be
measured at the same time. To do this, we need to know the commu-
tation relationships, Eq. (26.24): Commutatanator
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[
L̂x, L̂y

]
=ih̄L̂z[

L̂y, L̂z
]
=ih̄L̂x[

L̂z, L̂x
]
=ih̄L̂y.

(35.3)

These are exactly the same relationships we found for the quantum

Active Reading 35.1: Work
these out using the commuta-
tion relationships for X̂ and P̂x,
and the other directions, too.spin model in Example 13.2![

Ŝx, Ŝy
]
=ih̄Ŝz (35.4a)[

Ŝy, Ŝz
]
=ih̄Ŝx (35.4b)[

Ŝz, Ŝx
]
=ih̄Ŝy. (35.4c)

This relationship implies that there is a more general model we
should build to which spin and angular momentum belong.

35.2 General Angular Momentum

We define the general angular momentum operators as any set of three
Hermitian operators Ĵ 1, Ĵ 2, and Ĵ 3 that satisfy the commutation
relationships Typically we’ll use the substitu-

tion 1 → x, 2 → y, and 3 → z.
Note that the indices are cyclic,
staying in the order 123, 231,
312. That is a special type of
index ordering. If we flip any
two indices in these, we pick up
a −1.

[
Ĵ 1, Ĵ 2

]
=ih̄Ĵ 3[

Ĵ 2, Ĵ 3
]
=ih̄Ĵ 1[

Ĵ 3, Ĵ 1
]
=ih̄Ĵ 2.

(35.5)

Although the individual components Ĵ k do not commute with each
other, they do commute with the operator associated with the dot
product J 2 ≡ ~J · ~J :

Ĵ 2 = Ĵ 2
1 + Ĵ 2

2 + Ĵ 2
3. (35.6)

Exercise 35.1 Show that[
Ĵ 2, Ĵ 1

]
=
[
Ĵ 2, Ĵ 2

]
=
[
Ĵ 2, Ĵ 3

]
= 0. (35.7)

As we saw back in Section 13.4, when we have multiple param-
eters that can describe a state that do not commute, we can still
formulate a combined set of state vectors that do the best we can
at describing the state. Because the individual angular momentum
components Ĵ k each commute with the Ĵ 2, we could use any one of
them, combined with the Ĵ 2 operator to describe our angular momen-
tum quantum state. Conventionally, we choose Ĵ 3. This gives us a
multi-parameter quantum state |j〉 ⊗

∣∣mj
〉
≡
∣∣jmj

〉
which is a joint

eigenvector of these two operators. We now need to find eigenvalues
of these operators.
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The eigenvalues for these two combined states are

Ĵ 2 ∣∣jmj
〉
=j(j + 1)h̄2 ∣∣jmj

〉
(35.8a)

Ĵ 3
∣∣jmj

〉
=mj h̄

∣∣jmj
〉

. (35.8b)

Because we’ve defined the general quantum state |Ψ〉 =
∣∣jmj

〉
, we can

The use of the term j(j + 1)
in the eigenvalue for Ĵ 2 will
become clearer in a bit.

evaluate the expectation value of the operator Ĵ 2 in this basis:〈
jmj
∣∣ Ĵ 2 ∣∣jmj

〉
= ∑

k

〈
jmj
∣∣ Ĵ †

k Ĵ k
∣∣jmj

〉
= ∑

k
〈ψk|ψk〉 ≥ 0 (35.9)

where |ψk〉 = Ĵ k
∣∣jmj

〉
. So the eigenvalues of Ĵ 2 are positive or zero.

Because the Ĵ k operators are
Hermitian.

This is similar to our situation with the number operator N̂ for the
quantum harmonic oscillator in Section 33.1. In that section we found
raising and lowering operators to step through the possible eigen-
states. We do the same thing with our general angular momentum
operators.

35.3 Raising and Lowering Angular Momentum Operators

We define the quantum angular momentum raising and lowering
operators as

Ĵ± = Ĵ 1 ± iĴ 2. (35.10)

We would like to re-write the Ĵ 2 operator in terms of these raising
and lowering operators, like we did with the number operator before.
However, if we try Ĵ+Ĵ−, we get Active Reading 35.2: Work

out the expansion and use the
general angular momentum
operator definition.

Ĵ+Ĵ− =
(
Ĵ 1 + iĴ 2

) (
Ĵ 1 − iĴ 2

)
(35.11a)

=Ĵ 2
1 + Ĵ 2

2 − i
[
Ĵ 1, Ĵ 2

]
(35.11b)

=Ĵ 2
1 + Ĵ 2

2 + h̄Ĵ 3. (35.11c)

Exercise 35.2 Show that

Ĵ−Ĵ+ = Ĵ 2
1 + Ĵ 2

2 − h̄Ĵ 3. (35.12)

Putting these together, we can write the operator

Ĵ 2 =
1
2
(
Ĵ+Ĵ−+ Ĵ−Ĵ+

)
+ Ĵ 2

3. (35.13)

With the total angular momentum operator written in this form, we
can use the properties of the raising and lowering operators to find
the eigenvalues of our eigenstate

∣∣jmj
〉
.
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35.4 Properties of Ĵ±

Although Ĵ± commute with the total angular momentum operator[
Ĵ 2, Ĵ±

]
=
[
Ĵ 2, Ĵ 1 ± iĴ 2

]
= 0, (35.14)

it does not commute with Ĵ 3:[
Ĵ 3, Ĵ±

]
=
[
Ĵ 3, Ĵ 1 ± iĴ 2

]
(35.15a)

=
[
Ĵ 3, Ĵ 1

]
± i
[
Ĵ 3, Ĵ 2

]
(35.15b)

=± h̄Ĵ±. (35.15c)

We now look at the overall effect of the Ĵ 3 operator acting on a

Active Reading 35.3: Fill in
the missing steps.

raised (or lowered) eigenstate:

Ĵ 3
(
Ĵ±
∣∣jmj

〉)
=
(
Ĵ±Ĵ 3 ± h̄Ĵ±

) ∣∣jmj
〉

(35.16a)

=
(
Ĵ±mj h̄± h̄Ĵ±

) ∣∣jmj
〉

(35.16b)

=
(
mj ± 1

)
h̄Ĵ±

∣∣jmj
〉

. (35.16c)

So, as we saw with the raising and lowering operators for the quan-
tum harmonic oscillator, the state Ĵ±

∣∣jmj
〉

is an eigenstate of Ĵ 3. We
need to get the eigenvalues that include normalization for these new
states. For now we’ll start with

Ĵ±
∣∣jmj

〉
= c± h̄

∣∣j(mj ± 1)
〉

(35.17)

where c± are the normalization constants we need to find. Since
Ĵ±† = Ĵ∓, we evaluate the normalization for the raised (or lowered)
state

1 =
〈

jmj
∣∣ Ĵ∓Ĵ±

∣∣jmj
〉
= |c±|2 h̄2 (35.18)

But we can also re-write Eqs. (35.11c) and (35.12) as Active Reading 35.4: Show
this explicitly.

Ĵ−Ĵ+ =Ĵ 2 − Ĵ 2
3 + h̄Ĵ 3 and (35.19a)

Ĵ+Ĵ− =Ĵ 2 − Ĵ 2
3 − h̄Ĵ 3 (35.19b)

so we evaluate the normalization condition to get the following two
constants:〈

jmj
∣∣ Ĵ+Ĵ−

∣∣jmj
〉
=
〈

jmj
∣∣ (Ĵ 2 − Ĵ 2

3 + h̄Ĵ 3

) ∣∣jmj
〉
=
[

j(j + 1)−m2
j + mj

]
(35.20a)〈

jmj
∣∣ Ĵ−Ĵ+

∣∣jmj
〉
=
〈

jmj
∣∣ (Ĵ 2 − Ĵ 2

3 − h̄Ĵ 3

) ∣∣jmj
〉
=
[

j(j + 1)−m2
j −mj

]
.

(35.20b)

Combining these with Eq. (35.18), we get the normalization constants

c± =
√

j(j + 1)−mj(mj ± 1). (35.21)
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So the raising and lowering operators, acting on the eigenstates of Ĵ 2

and Ĵ 3 give

Ĵ±
∣∣jmj

〉
= h̄

√
j(j + 1)−mj(mj ± 1)

∣∣j(mj ± 1)
〉

. (35.22)

Because the operator Ĵ 3 is a component of the total angular mo-
mentum operator, we want the eigenvalues mj to be no bigger than
the eigenvalues of Ĵ 2:〈

jmj
∣∣ Ĵ 2 ∣∣jmj

〉
=
〈

jmj
∣∣ Ĵ 2

1
∣∣jmj

〉
+
〈

jmj
∣∣ Ĵ 2

2
∣∣jmj

〉
+
〈

jmj
∣∣ Ĵ 2

3
∣∣jmj

〉
(35.23a)

so j(j + 1)h̄2 ≥ m2
j h̄2 (35.23b)

or m2
j ≤ j(j + 1). (35.23c)

This implies that there exists an mj,max and an mj,min so that

Ĵ+

∣∣jmj,max
〉
= 0 and Ĵ−

∣∣jmj,min
〉
= 0. (35.24)

Using Eq. (35.22), we get√
j(j + 1)−mj,max(mj,max + 1) = 0 which means mj,max = j. (35.25)

The same result applies for the other end: mj,min = −j. Thus the
values of mj range from

mj = −j,−j + 1,−j + 2, . . . , j− 2, j− 1, j. (35.26)

Because Ĵ+ steps mj through integer values ranging from −j to +j,
there are 2j total steps, which must be a non-negative integer. This
means that

j = 0,
1
2

, 1,
3
2

, . . . . (35.27)

The fact that the total angular momentum j comes in both integer
(j = 0, 1, 2, . . .) and half-integer (j = 1/2, 3/2, 5/2, . . .) steps is
significant. The quantum systems with integer total spin are called
bosons and behave differently in some models from systems with
half-integer spin, called fermions. Putting all of this together, we have
our model for working with general angular momentum:

Ĵ 2 ∣∣jmj
〉
=j(j + 1)h̄2 ∣∣jmj

〉
Ĵ 3
∣∣jmj

〉
=mj h̄

∣∣jmj
〉

j =0,
1
2

, 1,
3
2

, . . .

mj =− j,−j + 1,−j + 2, . . . , j− 2, j− 1, j and

Ĵ±
∣∣jmj

〉
=h̄
√

j(j + 1)−mj(mj ± 1)
∣∣j(mj ± 1)

〉
.

(35.28)
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Exercise 35.3 Show that the general angular momentum model,
Eq. (35.28) works for the quantum spin states from Section 9.5
using the matrix representation where j = 1/2 and mj = ±1/2.

Exercise 35.4 We focused most of our attention on Ĵ 2 and Ĵ 3, but
what about Ĵ 1 and Ĵ 2?

(a) Show that

Ĵ 1 =
1
2
(
Ĵ++ Ĵ−

)
, (35.29a)

Ĵ 2 = − i
2
(
Ĵ+ − Ĵ−

)
. (35.29b)

(b) Use your result from the previous part to show that

Ĵ 1
∣∣jmj

〉
=

h̄
2

[√
j(j + 1)−mj(mj + 1)

∣∣j(mj + 1)
〉

(35.30a)

+
√

j(j + 1)−mj(mj − 1)
∣∣j(mj − 1)

〉]
, (35.30b)

Ĵ 2
∣∣jmj

〉
=− ih̄

2

[√
j(j + 1)−mj(mj + 1)

∣∣j(mj + 1)
〉

(35.30c)

−
√

j(j + 1)−mj(mj − 1)
∣∣j(mj − 1)

〉]
. (35.30d)

(c) Show that the average value of Ĵ 1 and Ĵ 2 for a quantum
system in the angular momentum state

∣∣jmj
〉

vanishes:〈
jmj
∣∣ Ĵ 1

∣∣jmj
〉
=
〈

jmj
∣∣ Ĵ 2

∣∣jmj
〉
= 0. (35.31)

(d) Show that the average value of Ĵ 2
1 and Ĵ 2

2 for a quantum
system in the angular momentum state

∣∣jmj
〉

is given by:

〈
jmj
∣∣ Ĵ 2

1
∣∣jmj

〉
=
〈

jmj
∣∣ Ĵ 2

2
∣∣jmj

〉
=

h̄2

2

[
j(j + 1)−m2

j

]
. (35.32)



36 Orbital and Spin Angular Momentum

We now model orbital angular momentum and then connect it to
spin angular momentum that we used previously. We modeled
the total angular momentum operator and the z-component of the
angular momentum with their eigenvalues and eigenvectors as

L̂2 |lml〉 =l(l + 1)h̄2 |lml〉
L̂z |lml〉 =ml h̄ |lml〉

(36.1)

where l is the total angular momentum quantum number and ml

is the z-component quantum number. These joint eigenvectors are

Recall that we only need two
real numbers to specify a direc-
tion in 3-vector space. These
two numbers are all we need to
fully parametrize the angular
momentum quantum state.orthonormal,

〈
lml |l′m′l

〉
= δll′δmlm′l

.

Exercise 36.1 The rigid rotator can be used to model a diatomic
molecule. Consider a rotator consisting of two atoms of mass m
joined by a massless rigid bar of length a. It is free to spin about
any axis passing through its center, but the center is fixed in space.

(a) Write down the classical Hamiltonian for this system. Express
it in terms of its angular momentum L and moment of inertia I.

(b) Find the moment of inertia appropriate for this system.

(c) Now quantize this system, and show that the energies of the
quantum rigid rotator are

En =
h̄2n(n + 1)

ma2 , n = 0, 1, 2, . . . . (36.2)

(d) Find the energy spacing between adjoining energy levels,
En+1 − En.

(e) Plug in some numbers. Assume the particles are hydrogen
atoms and a ∼ 1 Å. Find the energy spacing between the lowest
two energy levels. Express your answer in eV.
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36.1 Orbital Angular Momentum in the Position Basis

We want to model our angular momentum eigenstates in the position
basis so we can use them to describe quantum systems with radially-
symmetric potentials and non-zero angular momentum. As we did
in Section 20.2, we write the momentum operator in the position
basis. However, working in three-dimensions means that the three-
dimensional momentum operator in the position basis is

〈~r| ~̂P
∣∣~r ′〉 = −ih̄δ(~r−~r ′)~∇ ′ (36.3)

where the gradient ~∇ is the three-dimensional version of the deriva-

In Cartesian coordinates

~∇ = x̂
∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z
. (36.4)

tive operator. However, because we are interested in spherically
symmetric potentials, it makes sense to work in spherical coordinates
where

~∇ = r̂
∂

∂r
+ θ̂

1
r

∂

∂θ
+ φ̂

1
r sin θ

∂

∂φ
. (36.5)

y

z

x

rθ

φ

r̂

θ̂

φ̂
We now need to express ~L =~r× ~p in spherical coordinates. Because

~r = rr̂, the angular momentum operator in the position basis, is

〈~r|~̂L
∣∣~r ′〉 = −ih̄δ(~r−~r ′)

[
r′(r̂′ × r̂′)

∂

∂r′
+ (r̂′ × θ̂′)

∂

∂θ′
+ (r̂′ × φ̂′)

1
sin θ′

∂

∂φ′

]
.

(36.6)
We evaluate the cross products of the unit vectors: (r̂′ × r̂′) = 0,
(r̂′ × θ̂′) = φ̂′, and (r̂′ × φ̂′) = −θ̂′. That means that the angular
momentum vector is

〈~r|~̂L
∣∣~r ′〉 = −ih̄δ(~r−~r ′)

[
φ̂′

∂

∂θ′
− θ̂′

1
sin θ′

∂

∂φ′

]
(36.7)

and

〈~r| L̂2 ∣∣~r ′〉 = −h̄2δ(~r−~r ′)
[

1
sin θ′

∂

∂θ′

(
sin θ′

∂

∂θ′

)
+

1
sin2 θ′

∂

∂φ′2

]
.

(36.8)

Exercise 36.2 Show that Eq. (36.8) comes from Eq. (36.7). Use the
dot product in polar coordinates:

~U · ~V = UrVr + UθVθ + UφVφ (36.9)

and the derivatives of the unit vectors:

∂φ̂

∂θ
= 0

∂θ̂

∂θ
= −r̂ (36.10a)

∂φ̂

∂φ
= − cos θθ̂ − sin θr̂

∂θ̂

∂φ
= cos θφ̂. (36.10b)
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We also need the z-component of the angular momentum in
spherical coordinates. The only vector component of ~L along the
z-direction is from θ̂z = − sin θ. This means that

〈~r| L̂z
∣∣~r ′〉 = −ih̄δ(~r−~r ′) ∂

∂φ′
. (36.11)

We now have everything we need to find the orbital angular momen-
tum wavefunctions in the position basis.

36.2 Orbital Angular Momentum Wavefunction

We project the position basis 〈~r| on to the eigenvalue relationships,
Eq. (36.1):

〈~r| L̂2 |lml〉 =l(l + 1)h̄2 〈~r|lml〉
〈~r| L̂z |lml〉 =ml h̄ 〈~r|lml〉

(36.12)

We now insert the completeness relationship on the left and project
out of the integrals using the Dirac delta function. This gives us the
two differential equations

−h̄2
[

1
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1
sin2 θ

∂

∂φ2

]
Yml

l (θ, φ) =l(l + 1)h̄2Yml
l (θ, φ)

−ih̄
∂

∂φ
Yml

l (θ, φ) =ml h̄Yml
l (θ, φ)

(36.13)

where we’ve defined the angular wavefunction 〈~r|lml〉 ≡ Yml
l (θ, φ).

Active Reading 36.1: I
skipped steps here. Make sure
you write them out in your
notes.
This ignores the radial compo-
nents. For now, this simplified
model will work, but we will
have to treat those later.

These are two differential equations that have known solutions. We’ll
start with the second equation.

The φ-dependence of Yml
l

The z-direction differential equation, simplified, is

∂

∂φ
Yml

l (θ, φ) = imlY
ml
l (θ, φ). (36.14)

This has solutions

Yml
l (θ, φ) = Yml

l (θ, 0)eiml φ (36.15)

where Yml
l (θ, 0) is the angular wavefunction at φ = 0, determined

by the initial conditions of the state. Our boundary conditions also
require that, because the wavefunction must be continuous, we have

Yml
l (θ, φ) = Yml

l (θ, φ + 2π). (36.16)
x

y Yml
l (θ, φ)

Yml
l (θ, φ + 2π)
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This means that
eimlφ = eiml φeiml2π , (36.17)

so ml must be an integer. We also know from our general angular
momentum discussion that ml ranges from −l to l, so that implies
that l must also be an integer. We therefore have

ml =− l,−l + 1,−l + 2, . . . l − 2, l − 1, l and

l =0, 1, 2, 3, . . . .
(36.18)

The θ-dependence of Yml
l

We now solve the other differential equation:[
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1
sin2 θ

∂

∂φ2

]
Yml

l (θ, φ) = −l(l + 1)Yml
l (θ, φ)

(36.19)
knowing that the φ dependence is given by Eq. (36.15), we can sim-
plify this further to

1
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
Yml

l (θ, 0)− m2
l

sin2 θ
Yml

l (θ, 0) = −l(l + 1)Yml
l (θ, 0).

(36.20)
This differential equation has two solutions consisting of the Legen-

Active Reading 36.2: Again,
I’ve skipped steps. Plug in the
solution from the φ dependence,
take the derivatives, and cancel
the exponentials.dre P and Q polynomials,

Yml
l (θ, 0) = APml

l (cos θ) + BQml
l (cos θ) (36.21)

However, the Legendre Q polynomials do not converge, so our
boundary conditions imply that the constant B = 0. We need to
normalize the total wavefunction

Yml
l (θ, φ) = APml

l (cos θ)eiml φ. (36.22)

The normalization integral is

〈lml |lml〉 =
2π∫
0

dφ

π∫
0

dθ sin θYml
l
∗
(θ, φ)Yml

l (θ, φ) = 4π
(l + ml)!

(2l + 1)(l −ml)!
|A|2

(36.23)
which means that Other texts use the convention

that there is an extra nega-
tive factor (−1)ml out front
if ml < 0. However, modern
C.A.S.’s can handle the negative
numbers just fine without it.

A =

√
(2l + 1)(l −ml)!

4π(l + ml)!
. (36.24)

So that means that the wavefunctions, called the spherical harmonics
are

Yml
l (θ, φ) =

√
(2l + 1)(l −ml)!

4π(l + ml)!
Pml

l (cos θ)eimlφ. (36.25)
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ml = 0 ml = ±1 ml = ±2

l = 0 Y0
0 =

√
1

4π

l = 1 Y0
1 =

√
3

4π
cos θ Y±1

1 = ∓
√

3
8π

sin θe±iφ

l = 2 Y0
2 =

√
5

16π
(3 cos2 θ − 1) Y±1

2 = ∓
√

15
8π

sin θ cos θe±iφ Y±2
2 =

√
15

32π
sin2 θe±i2φ

Table 36.1: The first handful of
spherical harmonics.

The first handful of spherical harmonics are shown in Table 36.1.
The spherical harmonics are a complete orthornormal set. We

can therefore write any function f (θ, φ) on the surface of a sphere in
terms of a sum of the spherical harmonics,

f (θ, φ) =
∞

∑
l=0

l

∑
ml=−l

cl,ml
Yml

l (θ, φ) (36.26)

where the coefficients cl,ml
are constants.

Exercise 36.3 Using the spherical harmonics in Table 36.1, show
that the spherical harmonics are orthonormal:

〈
lml |l′m′l

〉
=

2π∫
0

dφ

π∫
0

dθ sin θ
[
Yml

l (θ, φ)
]∗ Y

m′l
l′ (θ, φ) = δll′δml m′l

.

(36.27)

36.3 Combined Spin and Angular Momentum

Although the quantum numbers l are only allowed to be integers
in order to model orbital angular momentum, we found previously
that the j quantum numbers could also be half-integers. We found
that our quantum spin model had a half-integer value of s = 1/2.
When we combine both orbital angular momentum and spin angular
momentum, we use the broader range of possible j values.

Our models for spin and orbital angular momentum both de-
scribed these using 3-vectors: ~S and ~L. The combination of these is
also a vector, which is typically called the total angular momentum
vector operator is denoted as

~L

~J ~S

~̂J = ~̂L + ~̂S. (36.28)
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The total angular momentum quantum number ranges from jmax =

l + s to the value jmin = |l − s|. The z-component quantum number Roughly, this comes from the
point where the spin is aligned
with the angular momentum
and when it is anti-aligned. A
more rigorous proof can be
found elsewhere.

mj ranges from −j to +j as we’ve seen previously. We choose which
model to use depending on the situation. We’ll see later when we
look at spin-orbit coupling in the hydrogen atom that the best model
to use is this combined total angular momentum model.

We can also combine spin angular momentum vectors. We model
the combined effect of both an electron with spin s = 1/2 and
a nucleus consisting of a single proton which also has spin-1/2.
However, to distinguish the nuclear spin from the electron spin, we
denote the nuclear spin as ~I. We thus have a product state of the This notation is used in atomic

physics contexts more than in
nuclear physics contexts.

electron and nuclear spin. We will work in a common z-basis for both
spins. The product state, following our model from Chapter 15, is

|Ψ〉 = (αu |u〉+ αd |d〉)︸ ︷︷ ︸
~S electron

⊗ (βu |u〉+ βd |d〉)︸ ︷︷ ︸
~I nucleus

. (36.29)

There are four possible product states in this model and the total
state is written as the arbitrary sum of all four:

|Ψ〉 = αuβu |uu〉+ αuβd |ud〉+ αdβu |du〉+ αdβd |dd〉 . (36.30)

There are times, however, where it is better to work in a combined
spin basis instead of the separate product state bases. We define the
total spin operator of this system as Again this notation is used in

atomic physics.
~̂F ≡ ~̂S + ~̂I (36.31)

and define the eigenstates as
∣∣∣ f m f

〉
. In this basis we have the same

pattern as our general angular momentum model where

F̂2
∣∣∣ f m f

〉
= f ( f + 1)h̄2

∣∣∣ f m f

〉
(36.32a)

F̂z

∣∣∣ f m f

〉
=m f h̄

∣∣∣ f m f

〉
. (36.32b)

We will revisit this model when build a model for describing the
spin-spin coupling in hydrogen.

Exercise 36.4

The singlet state we saw in Chapter 15 can be written in terms of
the

∣∣∣ f m f

〉
basis as

|00〉 = 1√
2
(|ud〉 − |du〉) . (36.33)

We now find the
∣∣∣ f m f

〉
= |1 1〉 and |1 −1〉 states when given the

triplet state
∣∣∣ f m f

〉
= |1 1〉 = |uu〉 . We start by defining the total
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spin ladder operators

F̂± ≡ Ŝ± + Î±, (36.34)

where Ŝ± and Î± are the ladder operators for the electron and
nuclear spins:

Ŝ± |sms〉 =
√

s(s + 1)−ms(ms ± 1) h̄ |s(ms ± 1)〉 . (36.35)

Apply F̂− twice to |11〉 and show that the results are given by∣∣∣ f m f

〉
= |1 0〉 = 1√

2
(|ud〉+ |du〉) , (36.36a)

|1 −1〉 = |dd〉 . (36.36b)



37 Radially Symmetric Potentials

We are now ready to add a radially symmetric potential V(~r) = V(r)
to our model. We model the Hamiltonian operator as

Ĥ =
P̂2

2m
+ V(R̂) (37.1)

with the Schrödinger equation Schrödinger Equationator

ih̄
∂ |Ψ〉

∂t
= Ĥ |Ψ〉 = E |Ψ〉 . (37.2)

We project this onto the position basis in spherical coordinates and
get the TISWE TISWE

− h̄2

2m
∇2ψE(~r) + V(r)ψE(~r) = EψE(~r) (37.3)

where the differential operator is This is known as conservation of
messiness where the potential is
written as a simple function of
r, but the gradient is messy.

∇2 =
1
r2

∂

∂r

(
r2 ∂

∂r

)
+

1
r2

[
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1
sin2 θ

∂2

∂φ2

]
. (37.4)

However, we’ve already seen part of this: the piece in the square
brackets is just the total angular momentum operator in the position
basis,

− 〈~r| L̂
2 |~r ′〉

h̄2δ(~r−~r ′)
. (37.5)

So we define a new radial momentum operator P̂2
r such that This radial momentum “op-

erator” doesn’t really behave
like quantum mechanical mo-
mentum operators. We need to
consider the entire momentum
for that to work. However, it
is a useful short-hand for the
derivatives and helps clean up
the calculations. We are also
treating the 1/r2 term like it is a
constant, not an operator.

〈~r| P̂2
r
∣∣~r ′〉 = −h̄2δ(~r−~r ′) 1

r′2
∂

∂r′

(
r′2

∂

∂r′

)
. (37.6)

The Hamiltonian operator in the position basis is thus

Ĥ =
1

2m

(
P̂2

r +
1
r2 L̂2

)
+ V(R̂). (37.7)

So the eigenvectors of our Hamiltonian for radially symmetric poten-
tials must be a product state of the angular momentum eigenvectors
and a radial eigenvector,

|ψE〉 = |ψr〉 ⊗ |lml〉 . (37.8)
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The time-independent Schrödinger equation is then

Ĥ |ψE〉 =
[

1
2m

(
P̂2

r +
1
r2 L̂2

)
+ V(R̂)

]
(|ψr〉 ⊗ |lml〉) (37.9a)

=

(
1

2m
P̂2

r |ψr〉+ V(R̂) |ψr〉
)
⊗ |lml〉+ |ψr〉 ⊗

(
1

2mr2 L̂2 |lml〉
)

(37.9b)

=

(
1

2m
P̂2

r |ψr〉+ V(R̂) |ψr〉
)
⊗ |lml〉+

h̄2l(l + 1)
2mr2 |ψr〉 ⊗ |lml〉

(37.9c)

where we used the eigenvalue equation for L̂2 in the last step. We
now factor out the common |lml〉 term to get(

1
2m

P̂2
r + V(R̂) +

h̄2l(l + 1)
2mr2

)
|ψr〉 ⊗ |lml〉 = E |ψr〉 ⊗ |lml〉 . (37.10)

We project both sides with 〈lml | and get an operator equation for the
radial state only:(

1
2m

P̂2
r + V(R̂) +

h̄2l(l + 1)
2mr2

)
|ψr〉 = E |ψr〉 . (37.11)

We now project this onto the position basis and define the radial
wavefunction R(r) ≡ 〈~r|ψr〉. The TISWE for the radial wavefunction Our complete model is now

〈~r|Ψ〉 = 〈~r|ψr(lml)〉 =

R(r)Yml
l (θ, φ)

is then

−h̄2

2mr2
∂

∂r

(
r2 ∂R(r)

∂r

)
+ V(r)R(r) +

h̄2l(l + 1)
2mr2 R(r) = ER(r). (37.12)

Active Reading 37.1: I’ve
skipped a couple of steps here.
Fill them out in your notes.

37.1 Spherical Quantum Dot

We are now ready to improve our model of a spherical quantum
dot that we first used in Example 26.1. We model the quantum dot
as having a constant (zero) potential inside a radius a and infinite
outside that radius:

V(r) =

0 r ≤ a

∞ |r| > a.
(37.13)

We now solve the radial wave equation, Eq. (37.12) for V(r) = 0,
noting that it is helpful to define the wave number

k2 =
2mE

h̄2 . (37.14)

The solutions are spherical Bessel functions jn(x) and yn(x):

R(r) = Ajl (kr) + Byl (kr) . (37.15)
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The yn(x) functions go to infinity at r = 0, so the constant B = 0
so our solutions are normalizable. Finally we want R(a) = 0 so we
look for zeros of the spherical Bessel functions that work such that
jl(ka) = 0. As with the one-dimensional infinite quantum well model,
this leads to quantized energies in order to satisfy the boundary
condition. The total wavefunction needs to be normalized as well.

Exercise 37.1 Calculate the first four energy levels for an electron
confined to an spherical quantum dot with radius a ≈ 6 nm.
Normalize these radial wavefunctions and plot them.

Recall that the normalization
integral is

∫ a
0 r2 jl(kr)jl(kr)dr.

37.2 Coulomb Potential Well

A simple model of the interaction between an electron (mass m) and
a proton (both with charge e) in a hydrogen atom describes their
interaction potential as r

V(r)

E
V(r) = − 1

4πε0

e2

r
. (37.16)

We are modeling the proton as having infinite mass so that it doesn’t
move. We are also modeling both the electron and the proton as
not having any quantum spin. We model the electron as a quantum
system that follows our MWM. The radial wave equation (Eq. (37.12))
is then

−h̄2

2mr2
∂

∂r

(
r2 ∂R(r)

∂r

)
− e2

4πε0

R(r)
r

+
h̄2l(l + 1)

2mr2 R(r) = ER(r). (37.17)

We likewise define the wave number as before: k2 = −2mE/h̄2,
noting that E < 0 for bound states so k2 > 0. The radial wave
equation is thus

1
r2

∂

∂r

(
r2 ∂R(r)

∂r

)
+

2me2

4πε0h̄2
R(r)

r
− l(l + 1)

r2 R(r) = k2R(r). (37.18)

The solutions to the wave equation are a hypergeometric Ub
a (z)

function and a Laguerre La
n(z) function:

R(r) = e−krrl
(

AL2l+1
w (2kr) + BU2l+1

−w (2kr)
)

(37.19)

where

w =
me2

kh̄2
1

4πε0
− l − 1. (37.20)

When we apply the boundary conditions to find solutions that con-
verge, we find that the hypergeometric U functions go to infinity as
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r → 0, so we must have the constant B = 0. Furthermore, the La-
guerre functions are only normalizable and non-trivial if the param-
eter w is a non-negative integer, w ≥ 0. We define a new quantum
number

n ≡ me2

kh̄2
1

4πε0
(37.21)

so that w = n− l − 1. As l ≥ 0, this means that

Active Reading 37.2: Check
to make sure that the units
work here: n should be unitless.

n = 1, 2, 3, . . . and l = 0, 1, 2, 3, . . . , n− 1. (37.22)

That gives us the radial wavefunction

R(r) = Ae−krrl L2l+1
n−l−1(2kr). (37.23)

Note that there is a natural length scale here. Since

k =
me2

4πε0h̄2
1
n

(37.24)

we define the scale, known as the Bohr radius

a0 ≡
4πε0h̄2

me2 so that k =
1

na0
. (37.25)

We normalize the wavefunction and find

Rnl(r) =

√√√√( 2
na0

)3 (n− l − 1)!

2n [(n + l)!]3
e−

r
na0

(
2r

na0

)l
L2l+1

n−l−1

(
2r

na0

)
.

(37.26)
The first few radial wavefunctions are listed in Table 37.1 and
graphed in Figure 37.1.

Example 37.1 Check that the first couple of radial wavefunctions
of the hydrogen atom are orthornormal.

Model: We’re modeling our hydrogen atom using the simple
Coulomb potential, ignoring spin and treating the proton as
infinitely massive.

Visualization: We are interested in the first few radial wavefunc-
tions. They are shown in Figure 37.1.

Figure 37.1: The first few radial
wavefunctions.

r/a0

R10

2/a3/2
0

0 2 4 6

r/a0

R20

R21

1/(
√

2a3/2
0 )

0 4 8 12

r/a0

R30

R31
R32

2/(
√

27a3/2
0 )

0 6 12 18

Solution: Because we want to check the normalization, we are
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looking at the integrals:

∞∫
0

r2R10R10dr =
∞∫

0

4r2

a3
0

e−2r/a0 dr = 1 (37.27a)

∞∫
0

r2R20R20dr =
∞∫

0

(
1√

2a3/2
0

[
1− 1

2

(
r
a0

)]
e−r/(2a0)

)2

r2dr = 1 and

(37.27b)
∞∫

0

r2R10R20dr =
∞∫

0

2r2

a3/2
0

e−r/a0

(
1√

2a3/2
0

[
1− 1

2

(
r
a0

)]
e−r/(2a0)

)
dr = 0

(37.27c)

Assess: The wavefunctions are orthonormal, as expected.

n = 0 l = 0: R10(r) =
2

a3/2
0

e−r/a0

n = 2 l = 0: R20(r) =
1√

2a3/2
0

[
1− 1

2

(
r
a0

)]
e−r/(2a0)

l = 1: R21(r) =
1√

24a3/2
0

(
r
a0

)
e−r/(2a0)

n = 3 l = 0: R30(r) =
2√

27a3/2
0

[
1− 2

3

(
r
a0

)
+

2
27

(
r
a0

)2
]

e−r/(3a0)

l = 1: R31(r) =
8

27
√

6a3/2
0

(
r
a0

) [
1− 1

6

(
r
a0

)]
e−r/(3a0)

l = 2: R32(r) =
4

81
√

30a3/2
0

(
r
a0

)2
e−r/(3a0)

Table 37.1: The first handful
of radial wavefunctions for
the simple hydrogen model.
Note that if you use your C.A.S.
to calculate these, you may
need to multiply this by an
additional factor of (n + l)! in
order to get the normalization
correct.

37.3 Hydrogen Atom Electron Quantum States

Returning to our hydrogen model, we have the combined wavefunc-
tion described by both the radial wavefunction and the spherical
harmonics:

ψnlml
(r, θ, φ) = Rnl(r)Y

ml
l (θ, φ) where


n = 1, 2, 3, . . .

l = 0, 1, 3, . . . , n− 1

ml = −l,−l + 1, . . . , l − 1, l
(37.28)
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Finally, this means that the total energy is

En = − k2h̄2

2m
= −E1

n2 , n = 1, 2, 3 . . . , where E1 =
me4

32π2ε2
0 h̄2 .

(37.29)

Transitions

We noted back in Section 2.3 that the energy of ElMaWs emitted from
hydrogen atoms followed the pattern

En = −R∞hc
n2 where R∞ =

me4

32π2ε2
0 h̄2h̄c

. (37.30)

So we now have a model that derives these energy levels. As an elec-
tron undergoes a transition between quantum states with energies Ea

and Eb, it changes energy by ∆E = Eb − Ea. This energy could either
be contributed to the system by an ElMaW, or emitted from the atom
as an ElMaW, each wave with energy ∆E.

Exercise 37.2 Find
〈

R̂
〉

and
〈

R̂2〉 for an electron in the ground
state of hydrogen |nlml〉 = |100〉. Express your answer in terms of
the Bohr radius a0.

Exercise 37.3 Find the probability of finding the electron in the
ground state of hydrogen is

(a) Inside the Bohr radius (r ≤ a0).

(b) Inside the nucleus (r ≤ rnucleus ∼ 10−15 m). There’s no need
to do an integral. (Hint: Does the probability vary significantly
in this region?) This result is important in calculating the elec-
tron’s interaction with the nucleus via the weak interaction—the
Z0 boson is very massive so the range of the force is less than
the nuclear radius.

Exercise 37.4 A hydrogen atom is initially prepared with the
wave function

Ψ(~r, t = 0) = ψ(~r) =
1
2

ψ1,0,0(~r)− i
√

3
2

ψ2,1,−1(~r). (37.31)

(a) If energy is measured, what results are possible? What are
the probabilities of obtaining these results? If these results are
obtained, what are the wave function after each possible result?



a quantum mechanic’s guide 263

(b) If L̂z is measured instead, what results are possible? What are
the probabilities of obtaining these results? If these results are
obtained, what are the wave function after each possible result?

(c) If no measurement is made on the atom, find the wave func-
tion for t > 0.



38 Fine Structure Model

The Coulomb potential model for the hydrogen atom works reason-
ably well. The energies predicted by the model can be matched with
emitted ElMaWs from hydrogen to within a few percent. However,
when looking with more accuracy, we find that there are changes
in the lines that are not accounted for by the Coulomb model. We
now model two of those modifications known as the fine structure of
hydgrogen.

100 nm 1000 nm 10 000 nm
visible

Hu-αPf-αBr-αPa-αBa-αLy-α

Figure 38.1: “Hydrogen
spectrum” by OrangeDog
- Own work by uploader.
A logarithmic plot of λ for
(n− n′), where n′ ranges from 1
to 6, n ranges from n′ + 1 to 2 ,
and R is the Rydberg constant.
Licensed under CC BY-SA 3.0
via Wikimedia Commons -
https://commons.wikimedia.org/
wiki/File:Hydrogen_spec-
trum.svg

38.1 Relativistic Correction

We are following the perturbation model technique that we built in
Section 28.3. We are going to start with the Coulomb Hamiltonian,
written in the position basis:

Ĥ0 → − h̄2

2m
∇2 − e2

4πε0

1
r

(38.1)

which has known eigenvalues and eigenstates:

Ĥ0 |nlml〉 = −
E1

n2 |nlml〉 . (38.2)

We have modeled the kinetic energy as the quantum operator
T̂ ≡ P̂2/2m, but relativistically, the kinetic energy for a point particle
with mass m and velocity v is

T =
mc2√
1− v2

c2

−mc2. (38.3)

We expand this for v � c and re-write it in terms of the momentum
to get Recall also that the relativistic

momentum is

p =
mv√
1− v2

c2

. (38.4)

T ≈ p2

2m
− p4

8m3c2 + . . . . (38.5)

So we model this relativistic correction to the kinetic energy as a

Active Reading 38.1: Do the
series expansion in your notes
and check that you can get this.

perturbation to our Hamiltonaian

Ĥ = Ĥ0 + Ĥ′rel = Ĥ0 − P̂4

8m3c2 (38.6)
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Following the perturbation model, we now find the shift in energy of
the states due to this perturbation:

Erel = 〈nlml | Ĥ′rel |nlml〉 = −
1

8m3c2 〈nlml | P̂4 |nlml〉 . (38.7)

Because P̂2 is a Hermitian operator we can write 〈nlml | P̂4 |nlml〉 as(
〈nlml | P̂2

) (
P̂2 |nlml〉

)
. (38.8)

But if we re-organize the time-independent Schrödinger equation, we
can write

P̂2 |nlml〉 = 2m
(
En − V̂

)
|nlml〉 (38.9)

so the energy correction is

This isn’t quite right, but the
short-hand we are using to do
this works.

Erel =−
4m2

8m3c2 〈nlml |
(
En − V̂

)2 |nlml〉 (38.10a)

=− 1
2mc2

(
E2

n − 2En 〈nlml | V̂ |nlml〉+ 〈nlml | V̂2 |nlml〉
)

(38.10b)

Because the potential energy operator is modeled as a Coulomb

Active Reading 38.2: Fill in
the missing steps here.

potential, the two matrix elements are both of the form

e2

4πε0
〈nlml |

1
R̂k
|nlml〉 . (38.11)

We need to use a trick called the Feynman-Hellmann theorem to find
these expectation values. It says that if the Hamiltonian is a function
of some parameter λ, Ĥ(λ) and the energy eigenvalues are also a
function of that parameter, En(λ) then

∂En

∂λ
= 〈ψn|

∂Ĥ
∂λ
|ψn〉 . (38.12)

We use this to find the expectation values for 1/r and 1/r2.

Exercise 38.1 Writing the Hamiltonian as we did in Eq. (37.17)

Ĥ → −h̄2

2mr2
∂

∂r

(
r2 ∂

∂r

)
− e2

4πε0

1
r
+

h̄2l(l + 1)
2mr2 (38.13)

with energy (explicitly written as a function of l)

We also used the relationship
from Eq. (37.20) where w must
be a positive, fixed integer.

En = − me4

32π2ε2
0 h̄2(w + l + 1)2

, (38.14)

we can use the Feynman-Hellmann theorem to evaluate the expec-
tation values we need.
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(a) Set λ = e and show that

〈nlml |
1
r̂
|nlml〉 =

1
n2a0

(38.15)

(b) Set λ = l and show that

〈nlml |
1
r̂2 |nlml〉 =

1(
l + 1

2

)
n3a2

0

. (38.16)

With the expectation values calculated in Eq. (38.15) and (38.16),
we can finish calculating the energy correction due to the relativistic
model. The energy is

Erel =−
1

2mc2

E2
n + 2En

(
e2

4πε0n2a0

)
+

(
e2

4πε0

)2 1(
l + 1

2

)
n3a2

0


(38.17a)

=− E2
n

2mc2

[
4n

l + 1
2
− 3

]
. (38.17b)

Active Reading 38.3: Fill in
the missing steps here.

This correction implies that the different angular momentum states
should have slightly different energies. This is not the case for the
basic Coulomb interaction model where all the angular momentum
states had the same energies. Measurements show that there is a
small splitting on this order in the hydrogen atom.

Exercise 38.2 The most prominent feature of the hydrogen spec-
trum in the visible region is the red Balmer line, coming from the
transition n = 3 to n = 2. First, find the energy of this transition,
then the corresponding frequency and wavelength of the emitted
ElMaW according to the base Coulomb model. This line is split in
the relativistic correction model into several closely spaced lines:
How many lines and what is their spacing? Your answer should
be in the form “The red Balmer line splits into (???) lines. In order
of increasing frequency, they come from the transitions of (1) (???)
to (???), (2) (???) to (???), and so on. The spacing between line (1)
and line (2) is (???) Hz. The spacing between line (2) and line (3) is
(???) Hz, and so on.”

Hint:First find each sublevel
of the n = 2 state and their
energy shifts. Repeat for the
n = 3 state. Then find the en-
ergy differences for transitions
between each pair of shifted
states. The energy spacings are
the differences between these
energies (in Hz).

38.2 Spin-orbit Coupling Model

~Bp,~L

e− e+~rThe hydrogen atom, from the electron’s perspective, consists of a
proton “orbiting” it. The “orbiting” proton generates a magnetic field
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which then interacts with the electron’s spin. The potential energy of
this spin-orbit interaction is

Hso = −~µe · ~Bp. (38.18)

We model the magnetic field as the classical field generated by a
moving charged particle ~Bp = µ0 I/(2r). The current is the electron
charge divided by the classical orbital period Torbit. However, the
orbital period can be written in terms of of the angular momentum L
for a uniform circular motion model:

Torbit =
2π

L
mr2. (38.19)

So the magnetic field due to the classically orbiting proton is mod-
eled as

~Bp =
µ0e~L

4πmr3 =
e

4πε0mc2r3
~L. (38.20)

We previously modeled the electron magnetic moment as being

We used ε0µ0 = 1/c2 here.

proportional to its spin, Eq. (8.3):

~µe = −
e
m
~S. (38.21)

We combine both of these to get the spin-orbit coupling energy
perturbation operator

Ĥ′so =

(
e2

8πε0

)
1

m2c2r3
~̂S ·~̂L. (38.22) We are off by a factor of 1/2

here - this factor is a correction
due to the fact that the electron
is not in an inertial reference
frame. See AJP 57, 171 (1989)
for the details of this correction.

Again we want to find the energy corrections due to this perturba-
tion. We model this energy correction as a quantum operator and get
the energy shift

Eso =

(
e2

8πε0

)
1

m2c2 〈nlml |
~̂S ·~̂L

r3 |nlml〉 . (38.23)

The expectation value can be divided into two parts: the radial part
and the spin-angular momentum part. We’ll approach the spin-
angular momentum part first.

Combined Spin and Angular Momentum

We previously introduced the idea of a combined spin-and-angular-
momentum operator in Eq. (36.28),

~̂J = ~̂L + ~̂S. (38.24)

Squaring this, we get

Ĵ 2 = L̂2 + Ŝ2 + 2~̂S ·~̂L (38.25)
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which can be re-written to give us

~̂S ·~̂L =
1
2

(
Ĵ 2 − L̂2 − Ŝ2

)
. (38.26)

We now split up the energy eigenstate describing the electron into
three parts: the radial piece, the orbital angular momentum piece,
and the spin piece. This gives us:

|ΨE〉 = |ψr〉 ⊗ |lml〉 ⊗ |sms〉 . (38.27)

We know that

〈lml | L̂2 |lml〉 =l(l + 1)h̄2 and (38.28a)

〈sms| Ŝ2 |sms〉 =s(s + 1)h̄2, (38.28b)

where s = 1/2 for an electron. However, in order to determine the
eigenvalues of the combined angular momentum operator, we need
to change basis to the eigenstates of the Ĵ 2 and Ĵ z operators. This is
done using the Clebsch-Gordan coefficients, best looked up in a table.
The combined state is a sum of the separate eigenstates∣∣jmj

〉
= ∑

mj=ml+ms

Cls;j
mlml ;mj |lml〉 ⊗ |sms〉 , (38.29)

where j ranges from |l − s| to (l + s) and mj ranges from −j to +j in
integer steps. Once we’ve changed basis, then the eigenvalues are just

〈
jmj
∣∣ Ĵ 2 ∣∣jmj

〉
= j(j + 1)h̄2. (38.30)

Example 38.1 A hydrogen atom is the the quantum state |nlml〉 =
|31−1〉 with the electron in the |u〉 spin state. What is this state,
written in the

∣∣jmj
〉

basis? What is the expectation value 〈31−1| Ĵ 2 |31−1〉?
Model: We model the hydrogen atom as a quantum system with
the initial eigenstates from the Coulomb interaction model. We
model the starting state as l = 1, ml = −1, s = 1/2, ms = 1/2.

Visualization: With angular momentum of l = 1 and ml = −1, we
could visualize the angular part of this wavefunction, though it
doesn’t really help us.

Solution: We’ll use the Clebsch-Gordan calculator online from
Wolfram Alpha. We have a range of jmax = 3/2 to jmin = 1/2. The
possible states are thus

∣∣jmj
〉
=

j = 3/2 : |3/2, 3/2〉 , |3/2, 1/2〉 , |3/2,−1/2〉 , |3/2,−3/2〉
j = 1/2 : |1/2, 1/2〉 , |1/2,−1/2〉

(38.31)

http://www.wolframalpha.com/input/?i=Clebsch-Gordan+calculator
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Plugging in our inputs (where j1 → l and j2 → s) we find only two
non-zero entries in the

∣∣jmj
〉

basis:

|1,−1〉 ⊗ |1/2, 1/2〉 =
√

1
3
|3/2,−1/2〉 −

√
2
3
|1/2,−1/2〉 . (38.32)

The expectation value for Ĵ 2 is thus(√
1
3
〈3/2,−1/2| −

√
2
3
〈1/2,−1/2|

)
Ĵ 2

(√
1
3
|3/2,−1/2〉 −

√
2
3
|1/2,−1/2〉

)
(38.33a)

=
1
3

[
3
2

(
3
2
+ 1
)]

h̄2 +
2
3

[
1
2

(
1
2
+ 1
)]

h̄2 =
7
4

h̄2. (38.33b)

Assess: This has the correct units. And it is in the right range,
since the expectation value for L̂2 is 2h̄2 and the z-component of
the angular momentum is anti-parallel to the electron spin.

Once we write the state in the
∣∣jmj

〉
basis, we can evaluate the

angular piece of the energy shift, Eq. (38.23). We get

(〈lml | ⊗ 〈sms|) ~̂S ·~̂L (|lml〉 ⊗ |sms〉) =
h̄2

2
[j(j + 1)− l(l + 1)− s(s + 1)]

(38.34)
where we used Eq. (38.26) to re-write the dot product.

Radial Component Shift

We next deal with the radial piece. We need to know the expectation
value for 1/r3. Because we know the expectation value for 1/r2,
Eq. (38.16), we can use another trick to relate that to the expectation
value for 1/r3.

Exercise 38.3 Another useful relationship, known as Kramers’
relation lets us relate the expectation values for the powers of r.
The relationship is, for power k and eigenfunction ψnlml

k + 1
n2

〈
R̂k
〉
− (2k + 1)a0

〈
R̂k−1

〉
+

k
4

[
(2l + 1)2 − k2

]
a2

0

〈
R̂k−2

〉
= 0.

(38.35)
Show that, given the expectation value for 1/r2, the expectation
value for 1/r3 is 〈

1
R̂3

〉
=

1
l(l + 1/2)(l + 1)n3a3

0
. (38.36)
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With the expectation values from Eq. (38.36) and from Eq. (38.34),
we find that the energy shift for the spin-orbit coupling is Active Reading 38.4: Fill in

the missing steps to get the
constants all straightened out.Eso =

(
e2

8πε0

)
1

m2c2
(h̄2/2) [j(j + 1)− l(l + 1)− s(s + 1)]

l(l + 1/2)(l + 1)n3a3
0

(38.37a)

=
E2

n
mc2

n [j(j + 1)− l(l + 1)− s(s + 1)]
l(l + 1/2)(l + 1)

(38.37b)

This is on the same order of magnitude as the relativistic correction
from Eq. (38.17b). We combine the two corrections (and noting that
s = 1/2) to give a total fine-structure correction of

Efs =
E2

n
2mc2

(
3− 4n

j + 1/2

)
. (38.38)

Exercise 38.4 Repeat your calculations for the energy shifts in the
Balmer series from Exercise 38.2, this time including the total fine
structure shift, not just the relativistic shift. How much different
are they? Modern laser spectroscopy has a resolution of around
0.1 Hz. Can we distinguish between these two models?



39 Zeeman Effect and Hyperfine Splitting
~Bext~µ

We now model what happens when we apply an external magnetic
field to a hydrogen atom. The atom has a magnetic dipole moment
that is modeled with two components: the orbital angular momen-
tum and the spin dipole moments, ~µ = ~µl +~µs. The potential energy
of the magnetic dipole in an external magnetic field is U = −~µ · ~Bext.
We model this energy as a perturbation to the Coulomb interaction
energy eigenvalues and eigenstates,

H′Z = − (~µl +~µs) · ~Bext (39.1)

where we write the magnetic dipole moments as

~µl = −
e

2m
~L and ~µs = g

(−e
2m

)
~S = − e

m
~S (39.2)

with Landé g-factor set to 2 for the electron. So the Hamiltonian
perturbation is

Ĥ′Z =
e

2m

(
~̂L + 2~̂S

)
· ~Bext. (39.3)

As we saw in Section 38.2, there is an internal magnetic field that
interacts with the electron. Depending on the strength of the external
magnetic field, we need to model the perturbation as affecting the
|lml〉 states (for ~Bext � ~Bint) or as a perturbation of the

∣∣jmj
〉

states
for ~Bext � ~Bint. We will treat these two cases separately. There is another model that

smoothly joins these two limits,
but we will not be discussing
that here.

39.1 Strong-Field Zeeman Splitting

We first treat the case where the external magnetic field is large:
~Bext � ~Bint. In this model, we will treat the fine structure splitting
as a perturbation of the eigenstates of the magnetic field interac-
tion. So the first perturbation we treat from the Coulomb interaction
eigenstates is Eq. (39.3). We will orient our model so that the mag-
netic field points along the z-direction: ~Bext = Bextẑ. The interaction
operator is then

Ĥ′Z =
eBext

2m
(

L̂z + 2Ŝz
)

. (39.4)
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The energy shift due to this perturbation is just

EZ =
eBext

2m
(ml + 2ms) . (39.5)

This shift breaks the energy degeneracy of the ml and ms states and
is linear in the external magnetic field strength. At this point we
return to the fine structure model and add in those perturbations if
we want a more accurate model. However, depending on the size of
the external magnetic field, we may not need to add those models to
get good agreement with experiment.

Exercise 39.1 What are the energies of the eight n = 2 hydrogen
states under the strong-field Zeeman splitting. Ignoring the fine-
structure, how many distinct levels are there and what are their
degeneracies?

39.2 Weak-Field Zeeman Splitting

We next treat the case where the external magnetic field is small
compared to the internal magnetic field: ~Bext � ~Bint. As we saw
in Section 38.2, the eigenstates we should use are the

∣∣jmj
〉

states.
So the first step is to use re-write any state in terms of its j and mj

components using the Clebsch-Gordan coefficients, Eq. (38.29). In this
basis, the energy shift due to the perturbation Hamiltonian, Eq. (39.3)
is

EZ =
〈
njmj

∣∣ Ĥ′Z
∣∣njmj

〉
=

e
2m

~Bext ·
〈
~̂L + 2~̂S

〉
=

e
2m

~Bext ·
〈
~̂J + ~̂S

〉
(39.6)

where we used the definition of the combined orbital and spin an-
gular momentum from Eq. (36.28). We find the average value for
the spin operator by modeling the total angular momentum ~J as
constant where the orbital angular momentum and the spin angular
momentum precess rapidly around it.

~S · ~J

~J

~L

~S

The projection of ~S onto ~J is

~Savg =
~S · ~J
J 2

~J (39.7)

so the average value of the vector sum becomes〈
~̂J + ~̂S

〉
=

〈(
1 +

~S · ~J
J 2

)
~̂J

〉
. (39.8)

Furthermore, because L̂2 = J 2 + Ŝ2 − 2~̂S · ~̂J , the average of the dot
product is 〈

~̂S · ~̂J
〉
=

h̄2

2
[j(j + 1) + s(s + 1)− l(l + 1)] . (39.9)
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Putting these together we get the weak-field Zeeman shift for a

Active Reading 39.1: I
skipped a couple of steps here.
Fill them in.

magnetic field oriented along the z-direction of

EZ =
e

2m

[
1 +

j(j + 1)− l(l + 1) + s(s + 1)
2j(j + 1)

]
Bext

〈
Ĵ z
〉

(39.10a)

=
eh̄
2m

gBextmj, (39.10b)

where the term in the square brackets is known as the Landé g-factor.

Example 39.1 What is the energy splitting for the ground state of
hydrogen due to the weak-field Zeeman effect?

Model: We’ll model the external magnetic field as much smaller
than the internal field and use the energy shift we found in
Eq. (39.10b).

Visualization: We assume the magnetic field is aligned along the
z-direction.

Solution: The ground state is modeled as |nlml〉 = |100〉 so l = 0
and the electron could be in either spin state: s = 1/2, ms = ±1/2.
So the combined state gives us j = 1/2 and mj = ±1/2. That
means the Landé g-factor is

g =

[
1 +

j(j + 1)− l(l + 1) + s(s + 1)
2j(j + 1)

]
= 1 +

3/4− 0 + 3/4
2 · 3/4

= 2.

(39.11)
So the energy shift is

EZ = ± eh̄
2m

Bext. (39.12)

Assess: The energy shift scale is known as the Bohr magneton

µB ≡
eh̄
2m

= 5.788× 10−5 eV/T. (39.13)

So the scale of the shift is small for a magnetic field of a few
tens of mT. The Landé g-factor is 2 which is what we’ve seen
previously for an electron.

Exercise 39.2 What are the energies of the eight n = 2 hydro-
gen states under the weak-field Zeeman splitting. Ignoring the
fine-structure, how many distinct levels are there and what are
their degeneracies? Plot each state with its appropriate slope as a
function of µBBext
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39.3 Hyerfine Splitting

We treat one more perturbation model for the hydrogen atom. We
model the spin ~I of the nucleus (in this case a single proton) as a
magnetic dipole moment where

~µN =
gpe
2mp

~I where gp = 5.59. (39.14)

We are specifically interested in the case where the electron wave-
function overlaps the nucleus — where r = 0. Those states, from
Figure 37.1, all have angular momentum quantum numbers l = 0.
We therefore model the nucleus as a uniformly magnetized sphere
and look at the magnetic field inside the sphere in order to find the
magnetic field as r → 0.

a
~M

The magnetic dipole for a sphere of uniform magnetization ~M is

~µ =
4
3

πa3 ~M. (39.15)

The constant magnetic field inside a uniformly magnetized sphere is

~Binside(~r) =
µ0

2π

~µ

a3 , (39.16)

so the total magnetic field inside the sphere is

~BN =
∫

~BinsidedV =
µ0

2π

~µ

a3

(
4
3

πa3
)
=

2
3

µ0~µN . (39.17)

So we now model the interaction Hamiltonian for the l = 0 states at
r = 0 as the interaction between the electron’s dipole moment and
the magnetic field due to the nuclear spin where U = −~µ · ~B. The
interaction Hamiltonian is therefore Active Reading 39.2: I’ve

skipped steps - put them all
together in your notes. I’ve left
the spin dipoles in terms of the
Landé g-factors.

Ĥ′hf =
2
3

gee
2me

µ0gpe
2mp

(
~̂S · ~̂I

)
. (39.18)

We now use the same technique as in Section 38.2 for the spin-orbit
coupling model. We write the total spin (electron plus nucleus) as
~F = ~S +~I, from Eq. (36.31), so that ~S ·~I = (F2 − S2 − I2)/2. In this
case, the interaction Hamiltonian is Active Reading 39.3: Fill in

these skipped steps, too.
Ĥ′hf =

1
12

µ0gegpe2

mpme

(
F̂2 − Ŝ2 − Î2

)
. (39.19)

Therefore, the energy shift due to this interaction, known as the
hyperfine splitting is

Ehf =
1
12

µ0gegpe2

mpme
〈ψn00(~r = 0)|

(
F̂2 − Ŝ2 − Î2

)
|ψn00(~r = 0)〉 (39.20)

for states
∣∣ψnlml

〉
where l = 0 and ml = 0.
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Example 39.2 What is the hyperfine splitting for the |nlml〉 =
|100〉 states of the hydrogen atom?

Model: We’ll use the Coulomb interaction model as the base states
for this calculation. We’ll model the hyperfine splitting as a small
perturbation of the base energy.

Visualization: There are two sets of possibilities when we combine
spin states: the electron and nuclear spins could be aligned or anti-
aligned. If the spins are aligned, we have a spin triplet where the
total spin is f = 1 and m f = −1, 0, 1. If the spins are anti-aligned
we have the singlet state f = 0 and m f = 0.

Solution: So we have two cases to treat: the f = 1 and f = 0 cases.
In either case, the total electron and nuclear spins are unchanged
and 〈

Ŝ2
〉
=

3
4

h̄2 and
〈

Î2
〉
=

3
4

h̄2. (39.21)

If f = 1 then
〈

F̂2〉 = 2h̄2. If f = 0 then
〈

F̂2〉 = 0. So the energies of
our two states are

Ehf =
1

12
µ0gegpe2

mpme
|ψ100(~r = 0)|2


(

2

0

)
︸ ︷︷ ︸

for f=1,0

−3
4
− 3

4

 h̄2. (39.22)

The quantity in the square brackets is either −3/2 or +1/2. We
also calculate the magnitude of the wavefunction, evaluated at~r =
0 using the radial wavefunction from Table 37.1 and the angular
wavefunction from Table 36.1. This gives us |ψ100(~r = 0)|2 =

1/(πa3
0). So the energy difference between these two states is

Active Reading 39.4: More
skipped steps to fill in!

∆Ehf =
2gpge h̄4

3mpm2
e c2a4

0
. (39.23)

Assess: If a transition happens between these hyperfine ener-
gies, then there will be emitted ElMaWs with that energy. That
corresponds to a frequency (ν = ∆E/h) of 1420 MHz, a commonly
measured frequency in astrophysics.

Exercise 39.3 What is the hyperfine splitting (in terms of the
frequency of the emitted ElMaW) for muonic hydrogen in which a
muon – same charge and g-factor as the electron but 207 times the
mass – substitutes for an electron in an atom?
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Exercise 39.4 Calculate the hyperfine splitting for j = 1/2 fine
structure states for the n = 2 hydrogen states. Model them as
perturbations of the fine-structure states shown in Fig. 39.1. Report
the splitting in terms of the ground state hyperfine splitting energy.

n = 1, l = 0 j = 1/2
f = 1

f = 0

n = 2, l = 0

j = 3/2

j = 1/2

f = 2

f = 1

f = 1

f = 0

Fine Structure Hyperfine Structure

Figure 39.1: Hyperfine structure
for hydrogen.



40 Atomic transitions

We now model transitions between energy eigenstates of the hydro-
gen atom. The first element of our model will be a small external
magnetic field oriented along the z-direction. This breaks the degen-
eracy of the ml states and provides an relative axis for our incoming
ElMaW polarization. We send in an ElMaW with an arbitrary polar-
ization of the wave oriented in the~r direction. We need to calculate
the matrix elements given by the dipole transition model Eq. (29.12)
from Section 29.2

H′jk =
〈
ψj
∣∣ Ĥ′ |ψk〉 = e

〈
ψj
∣∣ ~̂R |ψk〉 (−E0 cos ωt) (40.1)

in order to determine which transitions will happen and their os-
cillator strengths. We model the eigenstates using the Coulomb
interaction model from Section 37.3. The states in the position basis
are represented by the wavefunctions Eq. (37.28)

Ψnlml
(r, θ, φ) = Rnl(r)Y

ml
l (θ, φ) (40.2)

where

Rnl(r) =

√√√√( 2
na0

)3 (n− l − 1)!

2n [(n + l)!]3
e−

r
na0

(
2r

na0

)l
L2l+1

n−l−1

(
2r

na0

)
(40.3)

and

Some C.A.S. do not calculate
the Laguerre polynomials with
the same normalization as we
need. You may need to multiply
this by a factor of (n + l)! to
get the normalization correct.
Always double-check this!

Yml
l (θ, φ) =

√
(2l + 1)(l −ml)!

4π(l + ml)!
Pml

l (cos θ)eiml φ. (40.4)

Because we are working in spherical coordinates, the our model of

the dipole operator ~̂R needs to be written in spherical coordinates.
We make this conversion to the operator in the position basis as

~̂R→


x = r sin θ cos φ

y = r sin θ sin φ

z = r cos θ

(40.5)

y

z

x

rθ

φ

The matrix elements which determine the transitions and oscillator
strengths between the two different states

∣∣Ψnlml

〉
and

∣∣∣Ψn′ l′m′l

〉
are,
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in the position basis,

〈
Ψnlml

∣∣ Ĥ′
∣∣∣Ψn′ l′m′l

〉
=

∞∫
0

r2dr
π∫

0

sin θdθ

2π∫
0

dφ Ψ∗nlml
(r, θ, φ)~r Ψn′ l′m′l

(r, θ, φ). (40.6)

We will directly calculate some of these later, but we can use a few
tricks to narrow down all the possible transitions, simplifying the
work we do later.

40.1 ml Selection Rules

We need to orient the incoming ElMaW that is driving the dipole
transitions before we can use our tricks. We will start by orienting the
external magnetic field along the z-axis and then orient the ElMaW
polarization so that it also points along the z-axis.

z

x

y

~Bext

~EFor this model, the relevant matrix element is then〈
Ψnlml

∣∣ Ẑ
∣∣∣Ψn′ l′m′l

〉
. (40.7)

The trick we will use is that the commutation relationship between[
L̂z, Ẑ

]
= 0.

Exercise 40.1 Using the operator algebra from Eqs. (26.24) and
(35.1) to show that[

L̂x, X̂
]
=0

[
L̂y, X̂

]
=− ih̄Ẑ

[
L̂z, X̂

]
=ih̄Ŷ[

L̂x, Ŷ
]
=ih̄Ẑ

[
L̂y, Ŷ

]
=0

[
L̂z, Ŷ

]
=− ih̄X̂[

L̂x, Ẑ
]
=− ih̄Ŷ

[
L̂y, Ẑ

]
=ih̄X̂

[
L̂z, Ẑ

]
=0

(40.8)

Note that when the commu-
tators are in the cyclic per-
mutation xyz, yzx, or zxy, the
result is positive and when
you switch any two indices of
these, you get a negative result.
This can be written neatly us-
ing the Levi-Civita symbol εijk:[
L̂i, X̂j

]
= ih̄X̂kεijk.

What we now look at is the matrix element

0 =
〈
Ψnlml

∣∣ [L̂z, Ẑ
] ∣∣∣Ψn′ l′m′l

〉
(40.9a)

= h̄
(
ml −m′l

) 〈
Ψnlml

∣∣ Ẑ
∣∣∣Ψn′ l′m′l

〉
(40.9b)

So either the matrix element is zero or ml = m′l for this transition.

Active Reading 40.1: Fill in
the missing steps using the
eigenvalue equation for L̂z and
the fact that it is a Hermitian
operator.This type of transition is known as a π-transition where ∆ml =

ml −m′l = 0. Furthermore, this same procedure applies if we add in
the fine structure or the hyperfine structure models — the selection
rule for a π-transition is ∆mj = 0 or ∆m f = 0 for those models.

Instead of orienting the ElMaW polarization along the magnetic
field and the wave perpendicular to the magnetic field, we can also
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orient the wave propagation along the magnetic field and give the
ElMaW circular polarization as we did in Section 7.3. z

x

y

~Bext

~E
The electric field polarization for right- and left-handed circular

polarization is (in terms of the 3-vector unit vectors)

right-handed: x̂ + iŷ (40.10a)

left-handed: x̂− iŷ. (40.10b)

Modeling the interaction as we did before, we now want the matrix
elements 〈

Ψnlml

∣∣ X̂± iŶ
∣∣∣Ψn′ l′m′l

〉
. (40.11)

We use the same trick as before, looking at the commutator between
L̂z and X̂± iŶ:〈

Ψnlml

∣∣ [L̂z, X̂± iŶ
] ∣∣∣Ψn′ l′m′l

〉
= h̄

(
ml −m′l

) 〈
Ψnlml

∣∣ X̂± iŶ
∣∣∣Ψn′ l′m′l

〉
.

(40.12)
However, we also can expand the commutator, using the relation-

Active Reading 40.2: Fill in
the missing steps.

ships from Eq. (40.8). This gives us[
L̂z, X̂± iŶ

]
= ±h̄

(
X̂± iŶ

)
. (40.13)

So, inserting this into the matrix element, we get

Active Reading 40.3: more
missing steps.

〈
Ψnlml

∣∣ [L̂z, X̂± iŶ
] ∣∣∣Ψn′ l′m′l

〉
= ±h̄

〈
Ψnlml

∣∣ X̂± iŶ
∣∣∣Ψn′ l′m′l

〉
(40.14)

or, in other words, ∆ml = ±1 for right- and left-handed circular
polarization. These transitions are known as σ±-transitions. These
also represent a conservation of angular momentum. The incoming
ElMaW with circular polarization has angular momentum of h̄ and it
transfers that angular momentum to the hydrogen atom through the
interaction.

40.2 l Selection Rules

We are going to use a similar set of tricks to determine the selec-
tion rules for ∆l = l − l′. We first need a couple of commutation
relationships.

Exercise 40.2 Show that[
L̂2, X̂

]
=2ih̄

(
ŶL̂z − ẐL̂y − ih̄X̂

)
(40.15a)[

L̂2, Ŷ
]
=2ih̄

(
ẐL̂x − X̂L̂z − ih̄Ŷ

)
(40.15b)[

L̂2, Ẑ
]
=2ih̄

(
X̂L̂y − ŶL̂x − ih̄Ẑ

)
. (40.15c)
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And one more set of relationships:

Exercise 40.3 Show that[
L̂2,
[

L̂2, Ẑ
]]

= 2h̄2
(

L̂2Ẑ + ẐL̂2
)

. (40.16)

You also need the fact that
~r ·~L = 0 since the angular
momentum is always perpen-
dicular to the position and
momentum.

We finally extend Eq. (40.16) to all three directions, giving us[
L̂2,
[

L̂2, ~̂R
]]

= 2h̄2
(

L̂2~̂R + ~̂RL̂2
)

. (40.17)
Active Reading 40.4: Write
this out and make sure you
know how to extend this.

We now use the same trick as last time, looking at the matrix
elements around this commutator.〈

Ψnlml

∣∣ [L̂2,
[

L̂2, ~̂R
]] ∣∣∣Ψn′ l′m′l

〉
. (40.18)

One the one hand, we evaluate this using the eigenvalues of L̂2 and
get

h̄4 [l(l + 1)− l′(l′ + 1)
]2 〈Ψnlml

∣∣ ~̂R ∣∣∣Ψn′ l′m′l

〉
. (40.19)

On the other hand, we expand the commutator using Eq. (40.17) and

Active Reading 40.5: More to
work out!

get

2h̄4 [l(l + 1) + l′(l′ + 1)
] 〈

Ψnlml

∣∣ ~̂R ∣∣∣Ψn′ l′m′l

〉
. (40.20)

Comparing these two, we find that either the matrix element is zero

Active Reading 40.6: You
need to do this one, too.

or [
l(l + 1)− l′(l′ + 1)

]2
= 2

[
l(l + 1) + l′(l′ + 1)

]
. (40.21)

There are four possible solutions to this:

l =− 2− l′ → no good since l, l′ > 0 (40.22a)

l =l′ − 1→ or ∆l = +1 (40.22b)

l =l′ + 1→ or ∆l = −1 (40.22c)

l =− l′ → also no good. (40.22d)

This selection rule then means that ∆l = ±1. This selection rule also
reflects the conservation of angular momentum as momentum is
transferred from the ElMaW to the atom.

If we include the fine structure or hyperfine structure in our
model, the selection rule changes a bit. For those two models, there
are three allowable transitions: ∆j = 0,±1 and ∆ f = 0,±1. This
is because we have to include the spin and that additional degree
of freedom expands the possibility. Only for j = j′ = 0 is the
transition not going to happen (since this case has zero net spin).
The same applies for transitions in the hypefine structure model: the
f = 0→ f ′ = 0 transitions do not happen.
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40.3 Brute-force calculations

These tricks have helped us narrow down the number of possible
transitions. However, to actually calculate the transition probabilities,
we need to do the integral in Eq. (40.6). This is straight-forward using
a C.A.S. and is left for an exercise.

Exercise 40.4 Calculate the first 10 allowable transition matrix
elements for the Coulomb interaction hydrogen model for π and
σ± transitions.



41 Modeling Bound States Numerically

We have looked at a number of models where the TISWEs have
analytic solutions. We now want to look at techniques for modeling
systems that do not fit into this same neat package. We will use the
same general Technique 28.1, adapted to using numerical techniques.

41.1 Scaling the TISWE to dimensionless parameters

As before, we will model our system as a time-independent Hamil-
tonian using the potential model of interest. The next step is to
determine the TISWE for the coordinates of the system. At this point
we previously looked up the solution to the second-order differ-
ential equation. However, in order to find a numerical solution, it
makes sense to re-write the TISWE using dimensionless parameters.
That makes the numerical calculations easier— we will typically be
dealing with counting numbers and other “nice” values instead of
large or small decimal numbers. We’ll practice turning a TISWE into
dimensionless parameters as an example.

Example 41.1 What is the TISWE for the infinite potential well
model in dimensionless parameters?

Model: We’ll model our system as a matter wave in an infinite box
of length L centered on x = 0. As before, the potential will be zero
in the box and infinite outside the box.

Visualization: Our potential well looks the same as it did before,
Figure 41.1.

Solution: The TISWE for this model is the same as we used in
Eq. (28.7):

− h̄2

2m
d2ψX(x)

dx2 = ExψX(x), − L
2
≤ x ≤ L

2
. (41.1)

We first look for a natural length scale in order to scale the posi-
tion units. For this situation, the natural scale is L. We define a
unitless length scale ξ ≡ x/L and note that dx = Ldξ. Inserting
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z

V(z)

z = − L
2

z =
L
2

Figure 41.1: Inifinte potential
well model

this into the TISWE, we now have

− h̄2

2mL2
d2ψ

dξ2 = Eψ, −1
2
≤ ξ ≤ 1

2
. (41.2)

We now need to scale the energy parameter. We note that the
term h̄2/(2mL2) has energy units. So we define a unitless energy
parameter

ε ≡ 2mL2E
h̄2 (41.3)

which gives us the dimensionless TISWE

d2ψ

dξ2 = −εψ, −1
2
≤ ξ ≤ 1

2
. (41.4)

Assess: We are now dimensionless and there are no units on either
side of the equation. The wavefunction ψ is now a function of the
scaled, unitless parameter ξ as well.

Exercise 41.1 What is the TISWE for the quantum harmonic
oscillator model, Eq. (32.6), in dimensionless parameters? Hint: we
saw what length scale to use in Eq. (32.11).

41.2 Setting up the Numerical Solver

We need two different things from the TISWE: we need to know the
allowed energies for the bound quantum states and, if we want to
calculate transition probabilities, we need to know the wavefunctions
in the position basis. We want to set up the numerical solver in order
to find both of these that match the boundary conditions for our
model. A numerical solver for a second-order differential equation
needs three sets of parameters:

1. An initial condition for the wavefunction ψ(ξ).
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2. An initial condition for the derivative of the wavefunction dψ/dξ.

3. An interval over which to find the numerical solution.

There are a number of ways we can go about setting these three
parameters.

Fixed left boundary

Our first technique is to set the boundary conditions on the left
boundary of the potential. For the infinite quantum well model, we
want ψ(ξ = −1/2) = 0, so we set that as a boundary condition for
the numerical solver. We also want wavefunction solutions that do
not remain zero across the entire width of the well (which is a valid
mathematical solution). To set this up, we give the derivative of the
wavefunction at the left boundary a small, non-zero value:

dψ(ξ)

dξ

∣∣∣∣
ξ=−1/2

= 0.001. (41.5)

The actual number we use here is not as important as the fact that it
is non-zero. Because we set it positive, the wavefunctions will have a
positive slope here, but that is acceptable. Finally we set the interval
as {−1/2, 1/2} for the infinite well. If our potential does not have
finite bounds (as in the quantum harmonic oscillator), we would still
need to set finite bounds over which to solve the potential. The larger
the interval is, the more computation time it will require, but the
solutions will more closely approach an asymptotic value.

Fixed Symmetry Point

Another way we could determine the boundary conditions would
be to fix a symmetry point for the potential and then look for even
and odd parity solutions. For example, the infinite quantum well has
a symmetry point at ξ = 0. If we set the wavefunction to zero here,
ψ(ξ = 0) = 0, the we will only find odd-parity solutions. If we set
the wavefunction to some non-zero number, we will find even-parity
solutions. Furthermore, we need to set the derivative to be either
non-zero (odd-parity) or zero (even-parity). The interval is the same
as in the fixed left boundary method.

41.3 The Shooting Method

We now have a second-order differential equation, a set of boundary
conditions, and an interval over which to look for solutions. We now
use the shooting method to simultaneously find both the eigenenergies
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and the eigenfunctions for our TISWE. We will use the fixed left
boundary technique and test this on our infinite quantum well.

Example 41.2 What is the lowest energy and wavefunction for the
infinite quantum well?

Model: Our model is the same as before.

Visualization: So is our visualization

Solution: We are going to use Mathematica as our C.A.S. for nu-
merically solving this potential. The technique is the same no
matter what system you use, but we’ll show how to code this
in Mathematica. We’ll use generic function and variable names
because it is easier to type out.

sol = NDSolve[{f”[x] == -e f[x],f[-0.5]==0,f’[-0.5]==0.001},

f,{x,-0.5,0.5}]

Active Reading 41.1: Try this
out with Mathematica and
make sure you can get these
same results.

However, before this will run, we need to pick a value for the
energy. We don’t know what value to choose, so we will pick
e=5.0 to start and see what happens. The solution is shown in
Figure 41.2. To plot this with Mathematica, we use the following
command.

Plot[f[x]/.sol, {x, -0.5, 0.5}]

We see that the wavefunction does not return to zero on the
right-hand boundary as we require. We adjust the energy to e=15

and try again to see if we can get closer. We find that now our
wavefunction is too low — we’ve overshot the boundary condition
on the right-hand side. So we try e=10.0 and find that we are now
pretty close.

ξ

ψ

−0.5 0.5

e=5.0

e=15.0

e=10.0

Figure 41.2: Numerical solu-
tions for the infinite quantum
box model.

The actual value, from our analytic solution is Eq. (28.11)

Ez,n =
h̄2π2n2

2mL2 where n = 1, 2, 3, . . . (41.6)

which, in our scaled units, becomes

ε = π2n2 where n = 1, 2, 3, . . . . (41.7)
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Assess: So we expect the first solution to be n = 1 which gives a
value of e=9.87. This agrees well with our guess of e=10.0.

Exercise 41.2 Find the scaled energy for the first solution for the
quantum harmonic oscillator using the shooting technique over
the scaled length interval of {−5, 5}. Use the left-hand boundary
conditions and look for a solution where the wavefunction goes to
zero at the right-hand boundary condition.

41.4 Refining and Improving Solutions

Our shooting technique works reasonably well, though it gets a bit
tedious changing the energy manually, searching for a solution that
matches the right boundary condition. Fortunately we can improve
this by coding an algorithm that searches for the boundary condition
for us. The first thing we do is to functionalize the numerical solution
by making it a function of e:

sol[e_?NumericQ]:= NDSolve[{f”[x] == -e f[x],f[-0.5]==0,

f’[-0.5]==0.001},f,{x,-0.5,0.5}]

We have to use the ?NumericQ modifier in order to force Math-
ematica to use numeric values for this parameter. We next extract
the solution so we can use the FindRoot command to get the energy
where the wavefunction goes to zero on the right-hand boundary.

fsol[x_, e_?NumericQ]:=f[x]/.sol[e][[1]]

We again have to use the ?NumericQ modifier in order to force
Mathematica to use numeric values for the energy parameter. Next
we get the energy where the right-hand boundary goes to zero:

evalue = e/.FindRoot[fsol[0.5, e]==0, {e, 10}]

The parameter {e,10} gives us the starting point to search for a
solution. We’ll start with 10 because we know this is close to the
actual solution. Finally, we get the wavefunction from the solution by
using the command

fesol[x_]=f[x]/.First[sol[evalue]]

We normalize the wavefunction by numerically integrating over
the interval:

normconst=Sqrt[NIntegrate[fesol[x]ˆ2,{x,-0.5,0.5}]]

The final wavefunction is then evaluated with
fenorm[x_]:=fesol[x]/normconstant.
We plot the final function using
Plot[fenorm[x], {x, -0.5, 0.5}].



a quantum mechanic’s guide 287

Example 41.3 What are the first four eigenenergies for the infinite
quantum well?

Model: Our model hasn’t changed, but we are now going to use
the entire code to find these solutions.

Visualization: Our picture hasn’t changed, either.

Solution: We implement the algorithm and find the first four
energies to be:

e=9.86947, 39.4781, 88.8279, and 157.914.

Active Reading 41.2: Works
these out and make sure you
get the same numbers.

Assess: These all agree nicely with our analytical results. The
wavefunctions also look correct — they switch from odd to even
parity and increase in the number of zero-crossings.

Exercise 41.3 Find the first four eigenenergies and normalized
eigenfunctions for the quantum harmonic oscillator using the
numerical technique over the scaled length interval of {−5, 5}.

There are a few other tricks we can use to improve the quality of
the numerical solutions. The first is to increase the interval, especially
for potentials that go to infinity. However, this requires a higher
degree of precision for the numerical solver. This can be done in
Mathematica by adding the code

MaxIterations->Infinity, WorkingPrecision->20

to the FindRoot command.

Exercise 41.4

We want to improve the double-well model using a potential that
is smooth:

V(z) =
h̄2

2ms2

(
z4

s4 − 2
z2

s2

)
+

h̄2

2ms2 . (41.8)

Use numerical methods to find (and plot) the first four normalized
eigenfunctions and their energies.

z/s

V(z)

−1 1



42 ElMaW Harmonic Oscillator Model

z

x

y A L

~E

~B
Early on in Section 1.3 we modeled electromagnetic waves as coupled
oscillating electric and magnetic fields. The energy density of the
electromagnetic wave (energy per unit volume) is

u =
1
2

(
ε0E2 +

1
µ0

B2
)

. (42.1)

So the total energy of the entire wave in a volume V is found by
integrating this over the volume. Because the wave is propagaing at
spee c, we will look at a volume that is a cylinder of cross-sectional
area A and length L. The total energy of the electric field in this
volume is then Active Reading 42.1: Do the

integral on your own.

Uelectric =
1
2

ε0 A
L∫

0

E2
0 sin2 kz sin2 ωtdz =

ε0

4
VE2

0 sin2 ωt. (42.2)

The total energy in both the electric and magnetic fields is then

U =
V
4

(
ε0E2

0 sin2 ωt +
B2

0
µ0

cos2 ωt

)
. (42.3)

This looks very similar to a harmonic oscillator which leads us to
develop a quantum harmonic oscillator model for the ElMaW.

42.1 ElMaW QHO Model

If we model the electric and magnetic field amplitudes as operators,
we could model this energy as a Hamiltonian and use the tools
we developed in Chapter 33. The operator version of the ElMaW
Hamiltonian then looks like this: The + 1/2 factor comes from

the details of how we actually
do the quantization and make
the operators work.

ĤElMaW =

(
Â+Â− +

1
2

)
h̄ω. (42.4)

Exercise 42.1 What are the raising and lowering operators Â± in
terms of the electric and magnetic field operators Ê0 and B̂0? Note
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that, since E0 and B0 are both constants, they commute and the
factor of 1/2 is missing.

As with the quantum harmonic oscillator, we are now modeling
the ElMaW using a number state called a Fock state. |n〉 where n =

0, 1, 2, . . .. The Fock states represent individual quanta of energy of an
ElMaW with a specific frequency and moving in a specific direction. I’ve not used the word photon

at all up till now. It is a very
misleading word and doesn’t
clearly convey what is hap-
pening. However, most people
would call these quanta “pho-
tons”.

The raising and lowering operators Â± now model the addition and
subtraction of energy quanta from the ElMaW. The existence of a
ground state |n〉 = |0〉 is modeling a vacuum state- the state of the
electromagnetic field with no wave propagating. This model has a
vacuum energy – even if n = 0, there is still an energy eigenvalue of
the Hamiltonian: E0 = 1/2h̄ω. This model predicts that the vacuum
has an energy associated with it and experiments have shown this to
be the case.

We also connect this model to our classical ElMaW model through
the intensity of the ElMaW. We define the number operator so that
the Fock states are eigenstates of this operator:

N̂ |n〉 = n |n〉 . (42.5)

The intensity of the ElMaW is then measured as the rate of change
of the average of the number operator in the Fock state basis because
the total energy of the ElMaW is measured as En = (n + 1/2)h̄ω. So
the intensity is the rate of change of the energy per unit area A:

I =
1
A

dE
dt

=
h̄ω

A
d
dt
〈n| N̂ |n〉 = h̄ω

A
dn
dt

. (42.6)

42.2 Fock State Beamsplitter

We return now to the model we developed in Section 4.1 and now
model this situation using our quantized ElMaW model.

Detector 1

Detector 2Single
trapped
atom

We model the emission of an ElMaW from the single trapped
atom as the raising operator into a specific mode so that the atom’s
emission is modeled by the operator

Â+ |n〉 =
√

n + 1 |n + 1〉 . (42.7)

If we model the initial Fock state as the vacuum state, then after the
atom emits an ElMaW, the quantum state is then |1〉. We now model
the beamsplitter in this basis. I1

|1〉

I2|0〉

I4

I3

Detector 3

Detector 4

We model the beamsplitter as having two inputs (1 and 2) and
two outputs (3 and 4). The beamsplitter itself is modeled as a pair of
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raising and lowering operators:

Â
3
+ =

1√
2

(
Â

1
+ − Â

2
+

)
Â

4
+ =

1√
2

(
Â

1
+ + Â

2
+

)
.

(42.8)

Example 42.1 If the input to a beamsplitter is the product state of
|0〉 on input 1 and |1〉 on input 2:

∣∣ninput
〉
= |0〉 ⊗ |1〉, what are the

average output states at 3 and 4?

Model: We model the incoming wave as a product of two Fock
states. We’ll model the beamsplitter as the quantum operator as
described in Eq. (42.8).

Visualization: The picture is shown above, but with the input and
output states reversed.

Solution: The average output for port 3 is
〈
N̂3
〉
. We write this us-

ing Eq. (42.8) in terms of the input raising and lowering operators:

〈
N̂4
〉
=
〈
ninput

∣∣ Â3
+Â

3
−
∣∣ninput

〉
(42.9a)

=
〈
ninput

∣∣ ( 1√
2

(
Â

1
+ − Â

2
+

))( 1√
2

(
Â

1
− − Â

2
−
)) ∣∣ninput

〉
(42.9b)

=
1
2
〈0| ⊗ 〈1|

(
Â

1
+Â

1
− − Â

1
+Â

2
− − Â

2
+Â

1
− + Â

2
+Â

2
−
)
|0〉 ⊗ |1〉

(42.9c)

=
1
2

(42.9d) Active Reading 42.2: Finish
up the missing steps in your
notes.

Similarly, the average output at 4 is:〈
N̂4
〉
=

1
2

. (42.10)

Assess: Both of these are what we expect them to be- half the
time the ElMaW will be measured at detector 3 and half the time
at detector 4.

Exercise 42.2 Show that, if the input to the beamsplitter is mod-
eled by an arbitrary Fock state on input 1 and the vacuum state
|0〉 on input 2, that the average measurements at the detectors will
both be half of the input number.
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42.3 Anti-coincidence

We are ready to model the anti-coincidence measurement we saw
in Section 4.2. We found experimentally that we never measured
the simultaneous arrival of an ElMaW emitted by a single atom at
the two output detectors from the beamsplitter. We now modify the
definition of the second-order correlation, Eq. (4.2), so that we can
use our Fock state model of the ElMaW. We saw that

g(2) =
〈I3(t)I4(t)〉
〈I3(t)〉 〈I4(t)〉

. (42.11)

We now model the total number of quanta that arrived at the detec-
tors during a time interval T as n3 and n4 for detectors 3 and 4. The
intensity I3 is then

I3 =
h̄ω

A
n3

T
. (42.12)

We will model all of the incoming ElMaWs as having the same
frequency and as covering the same area on the detector. This means
that the second-order correlation can be written as

g(2) =
〈n3n4〉
〈n3〉 〈n4〉

. (42.13)

We now model this as the averages of the quantum operators, noting Active Reading 42.3: Fill in
the missing steps.that the number operator is written as the raising and lowering

operators:

g(2) =

〈
Â

3
+Â

3
−Â

4
+Â

4
−
〉

〈
Â

3
+Â

3
−
〉 〈
Â

4
+Â

4
−
〉 . (42.14)

We use this quantum beamsplitter model to calculate the second-
order correlation for any input Fock state.

Example 42.2 What is the second-order correlation for the input
product state on input ports 1 and 2 of a beamsplitter,

∣∣ninput
〉
=

|n1〉 ⊗ |0〉?
Model: We again model the beamsplitter as the combined quan-
tum operator with second-order correlation given by Eq. (42.14).

Visualization: Our picture hasn’t changed.

Solution: We know the two values in the denominator from our
previous exercise:〈

N̂3
〉
=
〈
N̂4
〉
=

n1

2
so
〈
N̂3
〉 〈
N̂4
〉
=

n1

4
. (42.15)

We now need the numerator:〈
Â

3
+Â

3
−Â

4
+Â

4
−
〉
=

1
4
〈n1| ⊗ 〈0|

(
Â

1
+ − Â

2
+

) (
Â

1
− − Â

2
−
)

(42.16a)(
Â

1
+ + Â

2
+

) (
Â

1
− + Â

2
−
)
|n1〉 ⊗ |0〉 . (42.16b)
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Because of the vacuum state on the right, any term with Â
2
− on the

right will be zero. Similarly, any term with Â
2
+ on the left will be

zero. That leaves just one term that is non-zero:

Active Reading 42.4: Work
this out in your notes.

〈
Â

3
+Â

3
−Â

4
+Â

4
−
〉
=

1
4
〈n1| ⊗ 〈0|

(
Â

1
+Â

1
−Â

1
+Â

1
−
)
|n1〉 ⊗ |0〉

(42.17a)

=
n1(n1 − 1)

4
. (42.17b)

So the second-order correlation is:

g(2) =
n1(n1 − 1)

n2
1

. (42.18)

Assess: If we have the case where n1 = 1 then g(2) → 0 which is
what we expect should happen. If there is only a single incoming
quanta, we should never measure it at both detectors.

Exercise 42.3 What is the second-order correlation for the input
product state on input ports 1 and 2 of a beamsplitter,

∣∣ninput
〉
=

|1〉 ⊗ |1〉?

Exercise 42.4 We introduced the idea of a coherent state model
for the quantum harmonic oscillator in Exercise 33.4. Use the
model we built in that exercise to show that, for an input coherent
state on one arm of the beamsplitter and vacuum on the other
arm, g(2) = 1, which corresponds to what we would expect for a
classical coherent wave.



43 Part IV Review and Test

This Part started with building a model of angular momentum. We
went on to treat central potentials and the hydrogen atom with
several perturbations. We then moved to a handful of other topics in
quantum mechanics and ended back where we started in looking at
quantized ElMaWs.

It is important to practice using these tools to model experiments.
The following set of exercises is a good way to test your understand-
ing of these models. Try to do these without referring to the previous
text. If you can do all of them and your solutions agree with those
provided on the following pages, then you are in pretty good shape
to move forward with the material. If not, you should specifically
review the material you do not have mastery of yet, then retry the
test exercises.

Exercise 43.1 The electron in a hydrogen atom is placed into a
superposition state at t = 0 of

Ψ(r, θ, φ) =

√
1

10
ψ100(r, θ, φ) +

3√
10

ψ321(r, θ, φ) (43.1)

where ψnlml
are the eigenstates of the Coulomb interaction model.

What is the average distance, with uncertainty, of the electron from
the proton?

Exercise 43.2 The electron in a hydrogen atom is placed into a
superposition state at t = 0 of

Ψ(r, θ, φ) =

√
2
3

ψ200(r, θ, φ) +

√
1
3

ψ311(r, θ, φ) (43.2)

where ψnlml
are the eigenstates of the Coulomb interaction model.

(a) What are the possible outcomes if we measure the total angu-
lar momentum of this state?
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(b) What are the possible outcomes if we measure the z-component
of the angular momentum of this state?

(c) What are the probabilitites of each of these outcomes?

(d) What would the state be after measuring each of these out-
comes?

Exercise 43.3 Find the lowest energy for an electron confined to a
one-dimensional Lennard-Jones potential

V(x) =
h̄2ε0

2mx2
m

(( xm

x

)12
−
( xm

x

)6
)

(43.3)

for a value of ε0 = 40 and over the range of 0.2 ≤ x/xm ≤ 4.

Exercise 43.4 The electron in a hydrogen atom is placed into a
superposition state at t = 0 of

Ψ(r, θ, φ) =

√
2
5

ψ100(r, θ, φ)−
√

3
5

ψ410(r, θ, φ) (43.4)

where ψnlml
are the eigenstates of the Coulomb interaction model.

(a) What would we expect if we measured the average energy of
this state?

(b) What would we expect for the uncertainty of this measure-
ment?

(c) Write down the wavefunction as a function of time after t = 0,
assuming that we haven’t measured the state yet.

Stop here and don’t continue reading until you have completed the
exercises.
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Example 43.1 The electron in a hydrogen atom is placed into a
superposition state at t = 0 of

Ψ(r, θ, φ) =

√
1

10
ψ100(r, θ, φ) +

3√
10

ψ321(r, θ, φ). (43.5)

What is the average distance, with uncertainty, of the electron from
the proton?

Model: We’ll use the Coulomb interaction model where ψnlml
are

the eigenstates of the Hamiltonian. We can write these in terms
of the radial wavefunctions and spherical harmonics and then use
our C.A.S. to do the integration.

Visualization: The wavefunctions were shown earlier. The visual-
ization doesn’t really help here.

Solution: The integral we need is similar to Eq. (40.6):

〈r〉 =
∞∫

0

r2dr
π∫

0

sin θdθ

2π∫
0

dφ Ψ∗(r, θ, φ) r Ψ(r, θ, φ), (43.6)

where we plug in the superposition state for Ψ(r, θ, φ). We use our
C.A.S. to do the integration and get

〈r〉 = 48a0

5
≈ 9.6a0. (43.7)

We also need
〈
r2〉 to find the uncertainty. It is very similar:

〈r〉 =
∞∫

0

r2dr
π∫

0

sin θdθ

2π∫
0

dφ Ψ∗(r, θ, φ) r2 Ψ(r, θ, φ), (43.8)

which gives
〈
r2〉 = 113.7a2

0. The uncertainty is then

∆r =
√
〈r2〉 − 〈r〉2 ≈ 4.64a0. (43.9)

Assess: We got a fairly large average radius with a pretty big
spread. Given that the state is mostly in ψ321, this makes sense
because that state has an average radius of 10.5a0.

Example 43.2 The electron in a hydrogen atom is placed into a
superposition state at t = 0 of

Ψ(r, θ, φ) =

√
2
3

ψ200(r, θ, φ) +

√
1
3

ψ311(r, θ, φ) (43.10)

where ψnlml
are the eigenstates of the Coulomb interaction model.
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(a) What are the possible outcomes if we measure the total angu-
lar momentum of this state?

(b) What are the possible outcomes if we measure the z-component
of the angular momentum of this state?

(c) What are the probabilitites of each of these outcomes?

(d) What would the state be after measuring each of these out-
comes?

Model: We use the same model, but this time we measure the
angular momentum.

Visualization: Not much to visualize.

Solution: We know that L̂2 |nlml〉 = h̄2l(l + 1) |nlml〉 and L̂z |nlml〉 =
h̄ml |nlml〉. So we use the probability tool to get the two probabili-
ties:

(a) The two outcomes are for l = 0 which gives a measurement of
0 and for l = 1 which gives a measurement of 2h̄2.

(b) The two outcomes are for ml = 0 which gives a measurement
of 0 and for ml = 1 which gives a measurement of h̄.

(c) The probability of making the two different measurements are

P(0 or 0) =
2
3

(43.11a)

P(2h̄2 or h̄) =
1
3

. (43.11b)

(d) After measuring the first possibility, the state will be repre-
sented by the wavefunction ψ200(r, θ, φ). The second outcome
will result in ψ311(r, θ, φ).

Assess: The probabilities add up to one.

Example 43.3 Find the lowest energy for an electron confined to a
one-dimensional Lennard-Jones potential

V(x) =
h̄2ε0

2mx2
m

(( xm

x

)12
−
( xm

x

)6
)

(43.12)

for a value of ε0 = 40 and over the range of 0.2 ≤ x/xm ≤ 4.

Model: We are going to use a numerical model to solve this. Al-
though a quick search on the internet indicates there may be exact
solutions, it will be easier to get the lowest energy by trying a
numerical model.

Visualization: The potential is shown in Fig. 43.1

x/xm

V(z)

1 2

Figure 43.1:
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Solution: We first need to write the TISWE in dimensionless
parameters. It makes sense to use ξ = x/xm as the dimension. We
multiply through by 2mx2

m/h̄2 and then call our energy parameter

ε =
−2mx2

mE
h̄2 . (43.13)

This gives us a dimensionless TISWE of

d2ψ

dξ2 −
(

ε + ε0

(
1

ξ12 −
1
ξ6

))
. (43.14)

Because we know we want our wavefunction to go to zero at ξ = 4,
we will use that as the known starting point for our shooting method.
We’ll set ψ(4) = 0 and ψ′(4) = 0.001 in the numerical solver. We
use the C.A.S. techniques described earlier and find a dimensionless
energy eigenvalue of

ε ≈ 0.4363915 . . . (43.15)

Assess: When plotting the eigenfunction corresponding to this
energy, we find that it still isn’t quite right at the left boundary of
ξ = 0.2. This is a hard potential to solve, but this gets us close.

Example 43.4 The electron in a hydrogen atom is placed into a
superposition state at t = 0 of

Ψ(r, θ, φ) =

√
2
5

ψ100(r, θ, φ)−
√

3
5

ψ410(r, θ, φ). (43.16)

(a) What would we expect if we measured the average energy of
this state?

(b) What would we expect for the uncertainty of this measure-
ment?

(c) Write down the wavefunction as a function of time after t = 0,
assuming that we haven’t measured the state yet.

Model: We’ll model the eigenfunctions of the energy operator as
the ψnlml

. As we found earlier, the energies are then

En = −E1

n2 . (43.17)

Visualization: Not much to see here.

Solution:

(a) The average energy is just the average of the Hamiltonian.
Since the En values are the eigenvalues, we get

〈E〉 = 2
5

(−E1

12

)
+

3
5

(−E1

42

)
= − 7

16
E1. (43.18)
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(b) We also need
〈

E2〉 to find the uncertainty. Since the En are
eigenvalues, this is straight-forward:

〈
E2
〉
=

2
5

(−E1

12

)2
+

3
5

(−E1

42

)2
=

103
253

E2
1. (43.19)

The uncertainty in the energy measurement is then

∆E =

√
〈E2〉 − 〈E〉2 =

3
√

3
8
√

2
E1. (43.20)

(c) We know the eigenenergies of both pieces of the wavefunction.
So the time evolution of this state is just

Ψ(r, θ, φ, t) =

√
2
5

e−iE1t/h̄ψ100(r, θ, φ)−
√

3
5

e−iE1t/(16h̄)ψ410(r, θ, φ).

(43.21)

Assess: The energy is reasonable– slightly more than −E1,
which is what we would expect for a state made up of n = 1
and n = 4 pieces.



Quantum Mechanic’s Toolbox

This is a collection of the tools in our toolbox.

Orthonormal Basis Decomposer This tool is used to write a
state vector in terms of a set of orthonormal basis vectors.

|A〉 = ∑
j

αj |j〉 ,

where αj are complex numbers.

Orthonormal Collapser This tool is used to collapse a sum
using the inner product of two orthonormal state vectors.

〈k|A〉 = 〈k|
(

∑
j

αj |j〉
)

= αk.

Completeness Spanner This tool is used to insert a complete
set of basis vectors and project a state vector onto that basis.

∑
j
|j〉 〈j| = 1̂

∫ ∞

−∞
|λ〉 〈λ| = 1̂.

Probability Predictor This tool is used to calculate the proba-
bility of measuring a particular outcome of a quantum state.

P(measuring |λ〉) = |〈λ|Ψ〉|2 = P(a, b) =
b∫

a

ψ∗(x)ψ(x)dx.

Expectation Evaluator This tool is used to find the average
measurement value of an operator for an input state.〈

L̂
〉
= 〈Ψin| L̂ |Ψin〉 = ∑

j
P(λj)λj = Tr |Ψ〉〈Ψ| L̂.

Eigenvaluator This tool is used to evaluate the operation of
a linear operator on one of its eigenvectors. It returns the eigenvalue
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and the eigenvector.
L̂ |λ〉 = λ |λ〉 .

Schrödinger Equationator This tool is used to find the time
evolution of a quantum state.

ih̄
d
dt
|Ψ〉 = Ĥ |Ψ〉

Commutatanator This tool is used to find the commutation
relationship between two operators.[

Â, B̂
]
= ÂB̂− B̂Â

Uncertainty Evaluator This tool is used to find the uncer-
tainty in the measurement associated with an operator.

∆L =
[〈

L̂2
〉
−
〈

L̂
〉2
]1/2

.

Generalized Uncertainty Relationshipper This tool is used to
find the uncertainty relationship between two operators.

∆A∆B ≥ 1
2

∣∣〈Ψ| [Â, B̂
]
|Ψ〉
∣∣ .

Wavefunctioner This tool is used to determine the continuous
wavefunction in a particular basis.

ψ(λ) = 〈λ|Ψ〉 ψ(x) = 〈x|Ψ〉 φ(px) = 〈px|Ψ〉 ψ(~r) ≡ 〈~r|Ψ〉 φ(~p) ≡ 〈~p|Ψ〉 .

Fourier Transformer This tool is used to transform a wave-
function back and forth from the position to the momentum bases.

φ(px) =
1√
2πh̄

∞∫
−∞

e−i px
h̄ xψ(x)dx

ψ(x) =
1√
2πh̄

∞∫
−∞

ei px
h̄ xφ(px)dpx.

φ(~p) =
1

(2πh̄)3/2

∫
ψ(~r)e−i~p·~r/h̄d3r.

ψ(~r) =
1

(2πh̄)3/2

∫
φ(~p)ei~p·~r/h̄d3 p.

TDSWE This tool is used to find the time evolution of a
quantum wavefunction in the position basis in a position-dependent
potential.

ih̄
∂ψ(~r, t)

∂t
= − h̄2

2m
~∇2ψ(~r, t) + V(~r)ψ(~r, t).
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TISWE This tool is used to find the energy eigenvalues for a
the time-independent Schrödinger equation in the position basis.

− h̄2

2m
~∇2ψE(~r) + V(~r)ψE(~r) = EψE(~r)

Path Integral

C1,2 =

∞∫
−∞

〈x2| e−i Ĥ
h̄ ∆t/2 |x〉 〈x| e−i Ĥ

h̄ ∆t/2 |x1〉 dx.

First-order time-independent perturbation model

E1
n =

〈
ψ0

n

∣∣∣ Ĥ′
∣∣∣ψ0

n

〉
Time-dependent perturbation model

ċa =−
i
h̄

cbH′abe−iω0t

ċb =− i
h̄

ca H′baeiω0t

Number Operators

Â+ =

(√
mω0

2h̄
X̂ +

P̂x

i
√

2mh̄ω0

)
Â− =

(√
mω0

2h̄
X̂− P̂x

i
√

2mh̄ω0

)
Â+ |n〉 =

√
n + 1 |n + 1〉

Â− |n〉 =
√

n |n− 1〉
N̂ |n〉 =Â+Â− |n〉 = n |n〉 , n = 0, 1, 2, . . .

Angular Momentum Operator

~L =~r× ~p→
Lx =ypz − zpy

Ly =zpx − xpz

Lz =xpy − ypx

Generalized Angular Momentum[
Ĵ 1, Ĵ 2

]
=ih̄Ĵ 3[

Ĵ 2, Ĵ 3
]
=ih̄Ĵ 1[

Ĵ 3, Ĵ 1
]
=ih̄Ĵ 2

Ĵ 2 =Ĵ 2
1 + Ĵ 2

2 + Ĵ 2
3[

Ĵ 2, Ĵ 1

]
=
[
Ĵ 2, Ĵ 2

]
=
[
Ĵ 2, Ĵ 3

]
= 0
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Ĵ 2 ∣∣jmj
〉
=j(j + 1)h̄2 ∣∣jmj

〉
Ĵ 3
∣∣jmj

〉
=mj h̄

∣∣jmj
〉

j =0,
1
2

, 1,
3
2

, . . .

mj =− j,−j + 1,−j + 2, . . . , j− 2, j− 1, j and

Ĵ±
∣∣jmj

〉
=h̄
√

j(j + 1)−mj(mj ± 1)
∣∣j(mj ± 1)

〉
.

Spherical Harmonics in Position Basis

Yml
l (θ, φ) =

√
(2l + 1)(l −ml)!

4π(l + ml)!
Pml

l (cos θ)eimlφ

Normalized Radial Coulomb Wavefunction

Rnl(r) =

√√√√( 2
na0

)3 (n− l − 1)!

2n [(n + l)!]3
e−

r
na0

(
2r

na0

)l
L2l+1

n−l−1

(
2r

na0

)
.

Matrix Representations

This is a table of the matrix representations for common states and
operators.

|u〉 , |V〉 ⇒
(

1
0

)
|d〉 , |H〉 ⇒

(
0
1

)

|r〉 , |DR〉 ⇒
1√
2

(
1
1

)
|`〉 , |DL〉 ⇒

1√
2

(
1
−1

)

|i〉 , |CR〉 ⇒
1√
2

(
1
i

)
|o〉 , |CL〉 ⇒

1√
2

(
1
−i

)

σ̂1 ⇒
(

0 1
1 0

)
Ŝx ⇒

h̄
2

(
0 1
1 0

)

σ̂2 ⇒
(

0 −i
i 0

)
Ŝy ⇒

h̄
2

(
0 −i
i 0

)

σ̂3 ⇒
(

1 0
0 −1

)
Ŝz ⇒

h̄
2

(
1 0
0 −1

)
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