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ABSTRACT

Bondy conjectured that if G is a k-connected graph of order n such that

Sdw) = n + k(k — 1)

ve/!

for any (k + 1)-independent set / of G, then the subgraph outside any
longest cycle contains no path of length k — 1. In this paper, we are
going to prove that, if G is a k-connected claw-free (K, ;free} graph of
order n such that

Sdw) =n - k

ve/!

for any (k + 1)-independent set /, then G contains a Hamilton cycle. The
theorem in this paper implies Bondy's conjecture in the case of claw-free
graphs.

A graph is called “claw-free” if G has no induced K, ; subgraph. Mathews and
Sumner showed the following theorem:

Theorem 1 [3]. If G is a claw-free 2-connected graph of order » with mini-
mum degree 8 such that 36 = n — 2, then G contains a Hamilton cycle.

In this paper, we present a result about Hamilton cycles in k-connected claw-
free graphs which generalizes the Mathews—Sumner result.

Theorem 2. Let G be a k-connected claw-free graph of order » such that

k=2 and > dv)=n —k,

vel
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for any (k + 1)-independent set /. Then G contains a Hamilton cycle.

Figure 1 shows an example in which the existence of the Hamilton cycle can
be concluded by Theorem 2 but not by Theorem 1. Bondy has a well-known
conjecture about the longest cycle and the degree sum condition.

Conjecture [1]. If G is a k-connected graph of order n such that

Sd) =n + k(k — 1)

vel

for any (k + I)-independent set / of G, then the subgraph outside any longest
cycle contains no path of length & — 1.

Theorem 2 implies the conjecture in the case of claw-free graphs.
In this paper, let

Ny(v) = {u € V(D)|(v,u) € EG)},
where D is a subgraph of G. If V(D) = V(G), we simply write N(v) instead of

Np(). If C = x, - - - x,x, is a cycle, x;Cx; denotes the interval xx,,, -+ -
x;x; of C and x;Cx; denotes the interval xx;,_, -« - x,, \x; of C.

PROOF OF THEOREM 2.

Let G = (V,E) be a graph satisfying the conditions given in the theorem. Let
C =v, ' v, be alongest cycle of G. Assume that C is not a Hamilton
cycle. Let B be a component of G\V(C).

FIGURE 1.
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By k-connectivity, there are # edges joining B and C, h = k = 2 Notice
that & = |N.(x)| for any x € V(B). Let these edges be {(x,,v)|i = 1,...,h},
where x; € V(B) and v, € V(C), fori = 1 yhand 1 =, <j, <
< Jjp = r. Let x;Bx, denote a path of B ]ommg X and X;.

We define some spemal sets on C by use of the followmg algorithm.

Algorithm (vj#).

@ w - -w, <y Cy and S, < Q.
(b) If there is an integer { such that w,, w,,, € N(w,), choose i as big as pos-
sible. The pair {w,, w,,,} is called the insertion pair for w,.
S, <S5, U{w},
Wy WL Wy W W W,
(c) Repeat (b) until either w,., & N(w)) for all w, € N(w)) or w, € §,,; If
w ¢S, thenS, < S, U{w}
(d) Stop.

Using Algorithm (vj“) foreachuw =1,...,h, we obtainsets S|, ..., S,. Let
UL_EJSiNC(v) =N,.
Proposition 1. We have

Sl C { jh+]7' .. ’vj1~|}7
S, CH{y, e1r--ay ) fort =2,...,h,

and
NS =0 if @#j.

Proof From Algorithm (vju) it is obvious that S, is an interval on C for
= ,h. Now v, ¢ S,, because otherwise, during the execution of Al-
gorlthm (v ), we would have a path w; - - - w, with w, = v, and w, = v, .
Then the Cycle w, -+« w.x, Bx,w, would be longer than C. Hence, §, C
{v+1> -, v} and the other containments can be determined in a similar

manner. I

Consider S, = {v;,-;,...,V,,_j5,}. There exists the least integer a, such that
the insertion pair for v;,_,, is not contained in C\[S\\v; _,,...,v; _ al}] When
Algorithm (v;)) stops, either w, has no insertion pair or w, € §; (that is, w, =

has its 1ntersect10n pair intersecting with { . ,vjl_‘sl‘}). Both cases

Vji-a Yij~a-15 - -

guarantee the existence of v, _, . If «, , then v; _,, is the first vertex
whose insertion pair intersects {v; o1, . . ., ;- ‘S”} during the execution of Al-

gorithm (v; ). Hence, the insertion pair for v; _,, is contained in {v Y aore e
Vs -1 when a, < S, | And v, _,, has no insertion pair when o, = |S,|. Sim-
ilarly, consider . = 1, ,h; we will obtainv; _, .

n %%
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The remainder of this proof will show that

(@ I = {x,v;,_,, ...V, o} is an independent set, where x € B;
() BN, )y N, ), {v, ..oy, b and {u, o v, ), are
disjoint sets.

If we can verify Assertions (a) and (b), then | will be an independent set contra-
dicting the conditions of the theorem.

During the execution of Algorithm (v, ) we produce an operation on some
paths P = w, - - - w,. Assume only one of {w,w,} is in S, (say, w)) and let
{w,,w,, } be the insemon pair for w,. Define

ZP)=w,www, W,
(If w,&S§,, then Z,(P) =w, - - www,, - w,_,.) Hence, we can define
the operation Z, on some paths P = w, - -+ w, with respect to S,. The path

Z,(P) is well defined only when {{w,,w,} N S,| = 1 and the insertion pair for
the vertex in this intersection exists. When Z, is operating on P, the endvertex
w; (or w,) will be moved between its insertion pair. And Zﬁ(P) denotes the
compositions of the operation Z, on P (repeated 3 times).

We claim that

v, V,-a,) € EG) )
and

a, > 1 for w=1,...,h.

m

Without loss of generality, consider w = 1. Let P = vjl,lfvjl and w, - - -
w, = Z{""'(P) where w, = v; _,,w, = v; . Assume that (w,,w,) € E(G).
Then w, - - + ww, is also a longest cycle. Now {x,,w,,w,_,} C N(w,) and G
being claw-free imply that (w,,w, ) € E(G). So (w,_,, w,) is the insertion pair
for w,, which contradicts that the insertion pair for w, is not contained in

VIC Ny, — aj-17 - - - » Vs ). Hence, we must have that (w,w,) = (v, ,v; ) €
E(G). Incidentally, the same proof shows that o, > 1 always holds.
Let us consider v; _, and v;, ,, as an example. Let P = v; _,Cv; and Q =

v, ., Cv, x, Bxy; Cv; _, (let g = Q).

Proposition 2. Let a < |S,|. We will show the following:

(a) Z7(P) is well defined; let Z{(P) = w, + + - w

(b) v;,_y,v;, are adjacent in Z7(P) and v

(c) Z‘I’(Q) 1s well defined.

(d) Let z,z" € N(w,). Then z and z’ are adjacent in Z7(P) if and only if z
and z' are adjacent in Z{(Q).

re

g N(w)).

Yi-1
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Proof. Clearly, (a) is true for all @, 0 = o < |Sl_| We prove (b) by induc-
tion on a. If (v;,_,,v;,_y) € E(G), the cycle v; ,Cv; x, Bx,v; Cv;,  Cy;

would be longer than C. So it is true for « = 0. Assume that it is true for

1—1

a < k. Since V), -1, V), are adjacent in Z'I‘"(P), let ZX7'PY = u, -+ - u, with
v, = U, Uy = Uy Since vy, & N(u,), the insertion pair for u; will not be
{v;,-1,v;,} = {uy, u,,\}. Hence, v;,_,, v, are still adjacent in Zy(P). If

v, -1 € N(w)), then the cycle wlZ',‘(P)vijABxlw,Z'l‘(ﬁ)v“,lw, would be longer
than C.

By (b), the insertion pair for w, is always contained in either {w,, ..., w;} or
{Wirrs .. w}, where v, _, = w,,, and v;, = w,. Hence,

Z?(Q) = wlZ?(P)wix)\BxlwrZT(ﬁ)wiH

and Z7(Q) is well defined. Let z,z' € N(w)). If z, z’ are adjacent in Z}(P) [re-
spectively, in Z$(Q)], then either z,z' € {w,,...,w}orz,z' € {w,,, ..., w}
Hence, z,z' are adjacent in Z7(Q) [respectively, in Z7(P)). 1

Proposition 3.

(@) If @ < |S)| and B < |S,], then Z{Z5(Q) is well defined.

(b) Let{Z,.....Z, } be a series of operations, where u,, ..., u, € {I,A}.
Z,Z, - "Z,(0) is only dependent on the number of Z, and the
number of Z,. In other words, any permutation of {w,, ..., u,} would
not make any difference in Z, - - - Z, (Q).

() Let Z{(P) = w, - -+ w,, Z3Z}(Q) = u, - * - u,, and v,v" € N(w)).
Then v, v' are adjacent in Z(P) if and only if v,v’ are adjacent in
AVAV(0))

Proof. We use induction on & + 3. When 8 = 0, (a) and (¢) are true by
Proposition 2, and (b) is true because 8 = 0. Similarly, the proposition is true
when « = 0.

Assume that (a) and (b) are true for @ + 8 < k (k = 2). Consider that
a+ =k a<]Ssl, and 8 < [S,|. We only need to show that Z{Z(Q) is
well defined and

Z, ZAZTIZITI(Q) = 27,7, ZT_IZE_I(Q)~

By the induction hypothesis, Z¥'Z871(Q),Z, 2728 (Q), and Z$ZP7'(Q) are
well defined. Let Z{'Z{7(Q) = w, - - - w, = Q*,w; € S, and w, € §,. Let
{w,,w,..} be the insertion pair for w,, and let {w,,w,,,} be the insertion pair
for w, —all of which exist because Z,(Q*) and Z,(Q*) are well defined. If
{wa, woiid = {w,,w,,\}, we would get a cycle ww,,, Q*ww,Q*w, longer
than C. Hence, {w,, w,.} # {w,, wy.} and Z, Z(Q*) = Z,Z,(0*) = w, + - *
WoW Wayy * " WWoWw, * * W, when a < b or Z,Z,(0*) = Z,Z(Q*) =
Wyt WyW Wt wowiw,, 0w, when b < a and therefore (a) and
(b) follow.
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Assume that (c) is true for « + 8 < k (k = 2) and consider a + 8 = k.
Let v,v" € N(v;,_,-;) and by the induction hypothesis, v, v" are adjacent in
Z5(P) if and only if v, v’ are adjacent inZ$Z8NQ) =y, - - - y, = Q** (where
Y1 = V;q-1)- Suppose that v, v’ are adjacent in z5z8 1(Q) The insertion pair
for y, in Q** is not {v,v'}. If so, let {v,v'} = {y,,y:,,} and then the cycle
)’1Q**)’i)’q§**yi+1yl would be longer than C. Hence, v, v’ are still adjacent in
Z5Z%(Q). Conversely, suppose that v,v’ are adjacent in Z{Z%(Q), but not in
Z7Z¥ Q) = Q**. Then, y, € {v,v'} C N(y,), which would give a cycle
¥ ' ¥,y longer than C. So v,v' must be adjacent in VAVAGR ()TN |

We claim that

B NN_,) =09 2)
and
V) 1-ap Vi-e) € E(G). A3)

If x € B N N(v; _,,), then the cycle Z'™'(P)v, x, Bxv, i would be longer
than C. If (v; _,,,v;,-,) € E(G), then the cycle VALY ACI (0T ViV -
would be longer than C. Hence, we have proved the first assertlon

We claim that

J17aq

NNS, =@ and N,NS =0. 4)

If not, let v, _,_, € N(w;,_s-) NS, TN, NS, where a < [§,] and B < [§,].
Then the cycle Z"ZB(Q)vjA p-1Y;,—a-1 Would be longer than C. Hence,
& N, and v, &N,

J) a AT

Let Z"ZB(Q) =w - w,(@=a —1,8=a, ~ 1). Then we claim that
V) mac 13 V) —amn - - _is -1} remains as an interval in Z{Z£(Q) and
W= Ve ,wM «t1 = Vj,s,l-1- By the choice of a, it is obviously true

when 8 = 0. We proceed by induction on 3. Let Q* = Z°Z5N0) =y, -
¥y, Since N, N §, = @, by (4), the insertion pair for y, will not be contained in
{0 ’)’|51|~a+1}- Hence,

v v)’\s,\—aﬂ} ={w,... yW|s,y—a+1}

remains as an interval in Z‘fZ'f(Q).
We claim that

Ny ) O NG, ) = B, (5)
which is a part of the second assertion. Let 0* = Z{'7'ZP (@) = w, - - - w,.
By (2), N(v;,_,,) N N(v;,_,,) N V(B) = B. If y € N(v;,_,,) N Nwjy — o)) C

[V(G)MC U B)], then the cycle Z317'Z" ‘(Q)vjA «YVj —o, Would be longer
than C. Assume that w, € N(v, _,) N N(v ) N V(C). If (wy,w,) € E(G),

J17a Ao
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then the cycle w - - - ww, would be longer than C. If (w, w,_) € E(G) or
(wy,w,,,) € E(G), the cycle w; O*w,_ 1w, O *ww, or w,Q ijqQ W, W
would be longer than C. If (w_,,w, ;) € E(G), the cycle w,Q*w,_ w
Q*w,ww, would be longer than C. Since G is a claw-free graph, the only re-
maining cases are that (w,w,_) € E(G) whens — 1 > 1 and (w,, w,,,) €
E(G)whens + 1 < g. Notethats — 1 = lands + 1 = g cannot hold simul-
taneously, as this would imply 3 = ¢ = |C| + 1. If s — 1 > I by Proposition 3,
then the adjacent pair w,_,, w, € N(w,) implies the existence of the insertion
pair for w, in Z'~'(P). By the choice of «,, we have that

{W»f—l’wS} - {vjl‘al‘l’ T ’vjr\slf‘l}'
Similarly, if s + 1 < g, then

{W¥+l’w} C{v e L ’vjx—|5xl*1}'

Ifs—1>1lands + 1 < g, then

w, € { Yjimag—yp v s J'l—\51|*1} n {v./'rﬂvl’ s ’v./'r\sxlel} ’

which contradicts Proposition 1. So without loss of generality, let s — 1 > 1
and s + 1 = ¢. Since {w,,...,w} is a subset of {v, et Y s -1}
and {v; ., ...,V js,-,) remains as an interval in Z{""'ZP" (Q). we must
have that 2 = |Q\{ Vi aps - stl = |O\S)]. It contradicts that [Q\S| =
IS\ + 1B + Hu,}i = 3.

We now wish to show that

,, V-0, € EG). (6)
Since {v,_,, v+, 5} € N(v,,), G is a claw-free graph, and C is a longest cy-

cle, note that (v, _,,v;,.,) E E(G) Suppose that (v, v;,_,,) € E(G), let a be
the least integer such that (v ) € E(G). Then the insertion pair for v

}»\’ Ty 11 Y

is not {v,,, AH} for y =1, ;& — 1. Hence, v;, and v, ,, are adjacent in
1 .

Z7T(PYy = P* = w oW, where w, = Ji_oand w, = v, . Also, v, and v;, _, are

adjacent in P* by Proposition 2. Let w,_; = v, ,,, w; = v, w,; = v;,_;. Then

the cycle w, P*w,_,w,,  P*w, x Bx,ww, would be longer than C. Therefore we

conclude that v, & N(v; _,,).

All results we have obtained hold if {1, A} is replaced by any pair {s, 1} C
{1,... h}.

Now we can establish the second assertion:
N, ) NN, ) =@ (by 5, Nw,_ ) N{y,....,u} =@ (by I
and 6), N(y, a) I (Z) (by 3), { 11/ FEOE VR o O

v, ..., Jh} = (by Proposition 1), and V(B) N (v,_,) = @ (by 2).
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Hence, V(B), N(v, ), ..., N(v,_,), w,,....,y} and {v, _,,...,vu,_,} are
disjoint sets of V(G). If we let I’ = {vy; _,,...,v,_,}, then

> d(v) = |V(G\V(B)| — 2h.

vel’

Let / = I' U {x} for any x € V(B). Recall that [N(x)| < h by the definition of
h. Then

2 dw) = 3 de) + (VBN + h)
=n—h-1

=n-—k-—-1.

Therefore any (k + 1)-subset of / will have degree sum less than n — &, which
contradicts the condition of the theorem. We conclude that G has a Hamilton
cycle.

Remark. Recently, Theorem 2 in the case of kK = 2 was independently
proved by H.J. Broersma [2].
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