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#### Abstract

Quantum cryptography such as BB84 is a quantum protocol for sharing classical information, but is not a scheme for encrypting quantum information itself. This paper considers that quantum information is encrypted with the quantum circuit of the Even-Mansour cipher. It has been proved that breaking the Even-Mansour cipher requires exponential time in the key length using any classical algorithm. This paper shows that the quantum version of the Even-Mansour cipher is insecure, that is, a key can be found in polynomial time in the key length. This is an example that the quantum version of a secure classical cipher is not always secure.


## I. Introduction

One important aspect of quantum computation is that quantum computers can be more efficient than anything ever imagined in classical computers for certain computational tasks of considerable practical interest. Since computation is regarded as information processing, a quantum computer is a tool for quantum information processing. Like we currently perform classical information processing using classical computers, we will perform quantum information processing using quantum computers. In fact, the principle of quantum error-correcting codes and that of quantum secret sharing schemes, which are schemes for processing quantum information, have been proposed. Schemes for encrypting quantum information have been studied in the context of private quantum channels and locking of quantum states. Notice that quantum cryptography such as BB84 [1] is a protocol for sharing classical information using quantum technology, but not for encrypting quantum information itself.

On the other hand, research on classical ciphers has a long history. Knowledge on classical ciphers could be useful for constructing a scheme for encrypting quantum information. For example, since AES [7] is a widely-used classical cipher, the quantum version of AES is particularly promising. However, we have no evidence that such a quantum cipher is secure even if AES is secure against any classical adversary. It is worth to study the security of the quantum version of a classical cipher.

The EM cipher is a classical cipher proposed by Even and Mansour [4], and it can be considered as the reduced version of AES. It has been proved that any classical algorithm requires subexponential time in the key length to break the EM cipher. In this sense, the EM cipher is secure against any


Fig. 1. The EM cipher and the model of AES.
classical adversary. This paper mainly discusses the security of the quantum version of the EM cipher (the quantum EM cipher), which is defined in Section II. This paper shows that the quantum EM cipher is insecure because a key can be recovered in polynomial time in the key length. This is an example that it is not recommend that a classical cipher is implemented with a quantum circuit. This paper also shows that the security of the EM cipher decreases if an adversary can construct a unitary operator from public information.

This paper is organized as follows: Section II reviews the EM cipher and its classical security, and defines its quantum version. Section III discusses the complexity for finding a key of the quantum EM cipher. We show a quantum algorithm for finding a key in polynomial queries in the key length. Section IV considers the security of the EM cipher in the model such that a classical encryption oracle is available to an adversary. This model is close to classical computational model. If the adversary can construct a unitary operator from public information about the EM cipher, then the adversary can find the key efficiently, but not in polynomial time. Section V concludes this paper.

## II. Preliminaries

## A. Even-Mansour Cipher

Even and Mansour [4] have proposed a classical symmetric cipher illustrated in Fig. 1 (the EM cipher). The security of the EM cipher is related to that of AES because the EM cipher is considered as the reduced version of AES.

In Fig. $1, P$ is a public random permutation on $\{0,1\}^{n / 2}$ and a key $k=k_{1} \| k_{2}$ is $n$ bits where $k_{1}, k_{2} \in\{0,1\}^{n / 2}$. The encryption of the EM cipher is defined as

$$
\begin{aligned}
c & =E_{k}(m) \\
& =P\left(k_{1} \oplus m\right) \oplus k_{2}
\end{aligned}
$$

where $m, c\left(\in\{0,1\}^{n / 2}\right)$ are a plaintext and its ciphertext, respectively. The decryption is done as

$$
\begin{aligned}
m & =D_{k}(c) \\
& =P^{-1}\left(k_{2} \oplus c\right) \oplus k_{1}
\end{aligned}
$$

The classical security of the EM cipher has been reported in articles [3], [4]. The results are summarized below.

Lemma 1 ([4]): Suppose that $P$ is a public random permutation on $\{0,1\}^{n / 2}$ and $k$ is chosen randomly and uniformly from $\{0,1\}^{n}$. Suppose that an adversary is allowed to make queries to $E_{k}, D_{k}, P$, and $P^{-1}$. Then, the probability that the adversary finds the key $k$ is bounded by

$$
O\left(\frac{q_{e} q_{p}}{2^{n / 2}}\right)
$$

where $q_{e}$ is the number of queries to $E_{k}$ or $D_{k}$ and $q_{p}$ is the number of queries $P$ or $P^{-1}$.

Daemen and Esat [3] have shown a chosen-plaintext attack for finding a key.

Lemma 2 ([3]): The key can be found with $O\left(2^{n / 4}\right)$ complexity. The complexity is dominated by the computation for producing ciphertexts for $2^{n / 4}$ chosen plaintexts.

These results show that the EM cipher cannot achieve $n$-bit security, but breaking it requires subexponential time in $n$. If $n$ is large, then the EM cipher is computationally secure against any classical adversary.

## B. Quantum Even-Mansour Cipher

This paper discusses a quantum version of the EM cipher (the quantum EM cipher). The quantum EM cipher encrypts quantum information. Namely, the quantum EM cipher takes $n$ qubits as a plaintext and outputs $n$ qubits as a ciphertext. This paper assumes that a key is classical information. This is because a key is memorized by a human. This paper does not discuss the case where a key itself is quantum information.

Consider a unitary operator $U_{E_{k}}$ for the encryption of the EM cipher.

$$
U_{E_{k}}|x\rangle|a\rangle=|x\rangle\left|a \oplus E_{k}(x)\right\rangle,
$$

where $x$ is a plaintext and $E_{k}(x)$ is its ciphertext. This unitary operator is the quantum EM cipher. The objective of an adversary is to find the key $k$. The adversary is allowed to use the unitary operator $U_{E_{k}}$. Namely, the adversary can give any input state $|x\rangle|a\rangle$ to the unitary operator and can take its output state $|x\rangle\left|a \oplus E_{k}(x)\right\rangle$. Since the key length is $n$, the adversary can find the key $k$ in $O\left(2^{n / 2}\right)$ using the Grover algorithm [5]. We are interested in a more efficient algorithm.


Fig. 2. Quantum circuit for computing $F$.

## III. Chosen Plaintext Attack to the Quantum EM CIPHER

This section will show a polynomial quantum algorithm for finding a key. The proposed algorithm is similar to Simon's algorithm [8].

## A. Algorithm

The proposed algorithm requires the unitary operator $U_{P}$ for computing the public permutation $P$.

$$
U_{P}|x\rangle|a\rangle=|x\rangle|a \oplus P(x)\rangle,
$$

where $P$ is the public random permutation of the EM cipher. The adversary can construct the unitary operator $U_{P}$ because $P$ is public. Furthermore, we define a function $F$ as

$$
F(x)=E_{k}(x) \oplus P(x)
$$

Figure 2 shows that a unitary operator $U_{F}$ for computing $F$ can be constructed with $U_{E_{k}}$ and $U_{P}$. Omitting additional qubits in Fig. 2, we can write the application of $U_{F}$ in a simple way as

$$
U_{F}|x\rangle|a\rangle=|x\rangle|a \oplus F(x)\rangle
$$

The unitary operator $U_{F}$ plays an important role in the proposed algorithm.

To perform the algorithm, the adversary needs to perform classical operations (e.g., arithmetic operations). Hence, we assume that the adversary can use an auxiliary classical computer for performing them.

We describe an algorithm to find the $n$-bit key $k$ that runs in polynomial time in $n$. To simplify the notation, let $\nu=n / 2$.

1) Initialize a set $\mathcal{Z}$ to the empty set.
2) Prepare a state

$$
\left|\phi_{1}\right\rangle=\frac{1}{\sqrt{2^{\nu}}} \sum_{x \in\{0,1\}^{\nu}}|x\rangle|0\rangle
$$

3) Apply $U_{F}$ to $\left|\phi_{1}\right\rangle$.

$$
\begin{aligned}
\left|\phi_{2}\right\rangle & =U_{F}\left|\phi_{1}\right\rangle \\
& =\frac{1}{\sqrt{2^{\nu}}} \sum_{x \in\{0,1\}^{\nu}}|x\rangle|F(x)\rangle
\end{aligned}
$$

4) Measure the second register. Let $y$ be the measurement result and let $\mathcal{X}_{y}$ denote a set of $x$ such that $y=F(x)$.

By omitting the second register, the resulting state is given by

$$
\begin{equation*}
\left|\phi_{3}\right\rangle=\frac{1}{\sqrt{\lambda}} \sum_{x \in \mathcal{X}_{y}}|x\rangle \tag{1}
\end{equation*}
$$

where $\lambda$ denotes the number of elements in $\mathcal{X}_{y}$.
5) Apply the Hadamard transformation $H$ to $\left|\phi_{3}\right\rangle$.

$$
\begin{aligned}
\left|\phi_{4}\right\rangle & =H\left|\phi_{3}\right\rangle \\
& =\frac{1}{\sqrt{\lambda 2^{\nu}}} \sum_{\substack{x \in \mathcal{X}_{y} \\
z \in\{0,1\}^{\nu}}}(-1)^{x \cdot z}|z\rangle,
\end{aligned}
$$

where ' $\because$ ' means a bitwise modulo-2 inner product of $x$ and $z$.
6) Measure the register. Let $z_{i}$ be the measurement result.
7) Append $z_{i}$ to the set $\mathcal{Z}$. If $\mathcal{Z}$ does not contain $\nu-1$ linearly independent $z_{i}$ 's, then go back to step 2. Otherwise solve the following system of equations in a $\nu$-bit sequence $\hat{k}_{1}$.

$$
\left\{\begin{array}{l}
z_{1} \cdot \hat{k}_{1}=0 \bmod 2  \tag{2}\\
z_{2} \cdot \hat{k}_{1}=0 \bmod 2 \\
\cdots \\
z_{\nu} \cdot \hat{k}_{1}=0 \bmod 2
\end{array}\right.
$$

where $z_{i}$ 's are assumed to be linearly independent.
8) Choose $m \in\{0,1\}^{\nu}$ at random and make a query $m$ to the classical oracle $E_{k}$. Let $\hat{k}_{2}$ be

$$
\begin{equation*}
\hat{k}_{2}=E_{k}(m) \oplus P\left(m \oplus \hat{k}_{1}\right) \tag{3}
\end{equation*}
$$

9) Output $\hat{k}_{1} \| \hat{k}_{2}$ as $k=k_{1} \| k_{2}$.

## B. Analysis of the Algorithm

We justify the output of the above algorithm. Consider the set $\mathcal{X}_{y}$ in step 4 . All the elements $x$ in $\mathcal{X}_{y}$ satisfy

$$
\begin{aligned}
y & =E_{k}(x) \oplus P(x) \\
& =P\left(x \oplus k_{1}\right) \oplus P(x) \oplus k_{2}
\end{aligned}
$$

When $x_{1}$ satisfies the above equation, $x_{1} \oplus k_{1}$ always satisfies the above equation. Accordingly, the number of elements in $\mathcal{X}_{y}, \lambda$, is even. Equation (1) is rewritten as

$$
\begin{aligned}
\left|\phi_{3}\right\rangle & =\frac{1}{\sqrt{\lambda}} \sum_{i=1}^{\lambda}\left|x_{i}\right\rangle \\
& =\frac{1}{\sqrt{\lambda}} \sum_{i=1}^{\lambda / 2}\left|x_{i}\right\rangle+\left|x_{i} \oplus k_{1}\right\rangle
\end{aligned}
$$

where the indices $i$ were rearranged appropriately. Applying the Hadamard transformation to $\left|\phi_{3}\right\rangle$ in step 5 gives

$$
\left|\phi_{4}\right\rangle=\frac{1}{\sqrt{\lambda 2^{\nu}}} \sum_{\substack{1 \leq i \leq \lambda / 2 \\ z \in\{0,1\}^{\nu}}}\left((-1)^{x_{i} \cdot z}+(-1)^{\left(x_{i} \oplus k_{1}\right) \cdot z}\right)|z\rangle .
$$

From this equation, we see that the measurement result $z_{i}$ in step 6 satisfies

$$
z_{i} \cdot k_{1}=0 \bmod 2
$$

which appeared in Eq. (2). Since $k_{1}$ is a $\nu$-bit sequence, solving Eq. (2) yields $k_{1}$. When $k_{1}$ was obtained correctly, Eq. (3) gives $k_{2}$.

Recall that $\nu=n / 2$ where $n$ is the key length. The quantum complexity of this algorithm is dominated by obtaining $n / 2-1$ independent equations in step 7 . To obtain $n / 2-1$ independent equations, the adversary must repeat the procedure from step 2 to step 7. Assume that the procedure is repeated $n / 2+\delta$ times. Then, the probability of acquiring enough information to determine $k_{1}$ is

$$
\prod_{i=\delta+2}^{\delta+\frac{n}{2}}\left(1-\frac{1}{2^{i}}\right)>1-\frac{1}{2^{\delta+1}}
$$

which is independent of $n$. Hence, the number of repetitions is $O(n)$, which is the quantum complexity of this algorithm. The classical complexity is dominated by solving the system of equations in step 7. It requires $O\left(n^{3}\right)$ modular operations. Hence we conclude that the quantum EM cipher is insecure.

## IV. Another Computational Model

The previous section assumes that the unitary operator $U_{E_{k}}$ is available to an adversary. This section assumes that the classical encryption oracle $E_{k}$ (instead of the unitary operator $U_{E_{k}}$ for the encryption) is available to an adversary. This section discusses the security of the EM cipher (not the quantum EM cipher). Unlike classical cryptanalysis in Sect. II-A, the adversary is allowed to use a unitary operator that is related to the public permutation $P$ and is not allowed to use the classical decryption oracle $D_{k}$. We note that the unitary operator does not include any information about the key. This section shows that the adversary can find a key more efficiently than the classical attack in Sect. II-A and the straightforward application of the Grover algorithm.

## A. Algorithm

Let $\mathcal{D} \subseteq\{0,1\}^{n / 2}$ be a set, which will be defined in the following algorithm. For a given $\mathcal{D}$, we define a function $L_{\mathcal{D}}$ : $\{0,1\}^{n / 2} \rightarrow\{0,1\}$ as

$$
L_{\mathcal{D}}(x)= \begin{cases}0 & \text { if } P(x) \oplus P(\bar{x}) \notin \mathcal{D}  \tag{4}\\ 1 & \text { if } P(x) \oplus P(\bar{x}) \in \mathcal{D}\end{cases}
$$

where $P$ is a public permutation of the EM cipher and $\bar{x}$ is the bitwise complement of $x$. Notice that $P$ does not involve any information on the key. We can construct a unitary operator $V_{L_{\mathcal{D}}}$ as

$$
V_{L_{\mathcal{D}}}|x\rangle=(-1)^{L_{\mathcal{D}}(x)}|x\rangle
$$

To perform the algorithm, the adversary needs to perform classical operations such as arithmetic operations, a sorting algorithm, and the computation of the public permutation $P$. Hence, we assume that the adversary can use an auxiliary classical computer for performing them.

We describe the algorithm for finding an $n$-bit key $k=$ $k_{1} \| k_{2}$. In the following, $t$ is a parameter, which is discussed later. This algorithm is similar to a quantum collision-finding algorithm proposed by Brassard, Høyer, and Tapp [2].

1) Choose $x_{i}(i=1,2, \ldots, t)$ from $\{0,1\}^{n / 2}$ at random. Assume that $x_{i} \neq x_{j}$ for $i \neq j$ and $\overline{x_{i}} \notin\left\{x_{i} \mid i=\right.$ $1,2, \ldots, t\}$ for any $i$.
2) For $i=1,2, \ldots, t$, compute

$$
d_{i}=E_{k}\left(x_{i}\right) \oplus E_{k}\left(\overline{x_{i}}\right)
$$

by using the classical circuit $E_{k}$. Denote by $\mathcal{D}$ a set of $d_{i}$, that is,

$$
\mathcal{D}=\left\{d_{i} \mid i=1,2, \ldots, t\right\} .
$$

For simplicity, assume that all the elements in $\mathcal{D}$ are distinct. The set $\mathcal{D}$ is used as $\mathcal{D}$ defined in Eq. (4).
3) Sort a table $\mathcal{T}$ where each item holds a pair $\left(d_{i}, x_{i}\right)$ according to the first entry $d_{i}$. Since the table $\mathcal{T}$ is classical, the used sorting algorithm is classical.
4) Find $z$ such that $L_{\mathcal{D}}(z)=1$ using the Grover algorithm with the unitary operator $V_{L_{\mathcal{D}}}$.
5) After computing

$$
\begin{equation*}
d=P(z) \oplus P(\bar{z}) \tag{5}
\end{equation*}
$$

find an item $x$ such that

$$
\begin{equation*}
d=E_{k}(x) \oplus E_{k}(\bar{x}) \tag{6}
\end{equation*}
$$

from the table $\mathcal{T}$.
6) Compute $\hat{k}_{1}, \hat{k}_{2}$ as

$$
\begin{aligned}
\hat{k}_{1} & =x \oplus z \\
\hat{k}_{2} & =E_{k}(x) \oplus P(z)
\end{aligned}
$$

7) Choose $m^{\prime} \in\{0,1\}^{n / 2}$ at random and obtain $E_{k}\left(m^{\prime}\right)$ by making a query to the classical oracle $E_{k}$.
8) If $P\left(m^{\prime} \oplus \hat{k}_{1}\right) \oplus \hat{k}_{2}=E_{k}\left(m^{\prime}\right)$, then output $\hat{k}_{1}, \hat{k}_{2}$, as $k_{1}, k_{2}$, respectively. Otherwise output

$$
\begin{aligned}
k_{1} & =\bar{x} \oplus z \\
k_{2} & =E_{k}(\bar{x}) \oplus P(z)
\end{aligned}
$$

## B. Analysis of the Algorithm

We justify the output of the above algorithm. Suppose that $z$ in step 4 satisfies $L_{\mathcal{D}}(z)=1$. We have, for some item $x$,

$$
\begin{align*}
P(z) \oplus P(\bar{z}) & =d  \tag{7}\\
& =E_{k}(x) \oplus E_{k}(\bar{x}) \\
& =\left(P\left(k_{1} \oplus x\right) \oplus k_{2}\right) \oplus\left(P\left(k_{1} \oplus \bar{x}\right) \oplus k_{2}\right) \\
& =P\left(k_{1} \oplus x\right) \oplus P\left(k_{1} \oplus \bar{x}\right) \tag{8}
\end{align*}
$$

If one of the following equations holds, then we can justify the output.

$$
z=\left\{\begin{array}{l}
k_{1} \oplus x  \tag{9}\\
k_{1} \oplus \bar{x}
\end{array}\right.
$$

Although Eq. (8) does not necessarily mean Eq. (9), we show that Eq. (9) holds with reasonable probability when Eq. (8) holds. For a fixed $d$, the probability that a randomly-chosen $z$ satisfies Eq. (7) is approximately equal to $2 /\left(2^{n / 2}-1\right)$ because $P(z) \oplus P(\bar{z})$ is approximately regarded as a random function from $\{0,1\}^{n / 2}$ to $\{0,1\}^{n / 2} \backslash\{00 \ldots 0\}$. This means that few
values except for Eq. (9) satisfy Eq. (7). Thus, the output of the above algorithm was justified.

This algorithm is probabilistic because $z$ in step 4 is not always correct. If $z$ is not correct, then the algorithm is repeated from the step 4 . It is unnecessary to repeat step 2 and step 3.

We determine the value of $t$ to minimize the complexity of this algorithm. First, consider classical complexity. The dominant factor of classical complexity is step 2 and step 3. Step 2 requires $2 t$ invocations of $E_{k}$ and step 3 requires a running time of $O(t \log t)$ to perform a classical sorting algorithm (e.g., a quick sort). Thus, the classical complexity is given by

$$
\begin{equation*}
N_{c}(t)=2 t+O(t \log t) \tag{10}
\end{equation*}
$$

Next, according to the analysis of the Grover algorithm, the quantum complexity of step 4 is

$$
\begin{equation*}
N_{q}(t)=\frac{\pi}{4} \sqrt{\frac{2^{\frac{n}{2}}}{t}} \tag{11}
\end{equation*}
$$

which maximizes the probability of obtaining the correct $z$. The optimal value, $t_{o p t}$, of $t$ to minimize Eq. (10) and Eq. (11) is given by

$$
t_{o p t}=2^{\frac{n}{6}}
$$

Substituting $t_{\text {opt }}$ into Eq. (10) and Eq. (11) yields

$$
N_{c}\left(t_{o p t}\right)=O\left(n 2^{\frac{n}{6}}\right), \quad N_{q}\left(t_{o p t}\right)=O\left(2^{\frac{n}{6}}\right)
$$

The proposed algorithm is more efficient than the straightforward Grover algorithm and the classical attack. However, since the complexity is not a polynomial in $n$, it is intractable to find the key if the key length is large.

## V. Concluding Remarks

This paper has shown the polynomial-time quantum algorithm for finding a key of the quantum EM cipher. Our algorithm is theoretically significant because it is the first instance that exploits the internal structure of a classical symmetric cipher to find a key. Our algorithm is more efficient than the algorithm such that the Grover algorithm is straightforwardly applied. Our algorithm is the application of Simon's algorithm in the cryptanalysis. Although Simon's problem looks like an artificial problem, this paper has shown that Simon's problem is closely related to the key-finding problem on the quantum EM cipher. Another application of Simon's algorithm in the cryptanalysis can be found in article [6]. Simon's algorithm is useful to analyze the quantum version of a classical cipher.

This paper mainly focused on so-called query complexity. In order to perform the proposed quantum algorithms, it is necessary to realize unitary operators. This paper does not consider the complexity for realizing unitary operators.

The quantum EM cipher discussed in this paper is a natural extension of the EM cipher. However, our result does not exclude the possibility of other quantum extension of the EM cipher that could be secure even against a quantum adversary.

The EM cipher is considered as the one-round model of AES. The security analysis of the two-round model of AES is an open problem. Similarly, the security of its quantum version is open. It is significant to study the security of the two (or more)-round model of AES in the context of quantum algorithms.
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